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SUMMARY

Forensic risk assessment refers to the attempt to predict the likelihood of future violence in order to identify individuals in need of intervention. Risk assessment protocols have been implemented in mental health and criminal justice settings around the globe to prioritize risk reduction strategies for those most at need. Helping to allocate scarce resources more effectively and efficiently while protecting our communities, risk assessment has come to be a cornerstone of forensic practice in many jurisdictions. The present thesis investigates the use, perceived utility, and research quality on forensic risk assessment tools. First, a systematic review of qualitative surveys on forensic risk assessment tools is conducted to explore the international use and perceived utility of such instruments (Article 1). The systematic review concludes that there is a lack of methodologically-rigorous qualitative research on forensic risk assessment tool use and perceived utility across continents and professional disciplines, necessitating a new, large-scale study (Article 2). Given the lack of methodologically-rigorous qualitative research on forensic risk assessment tools, a second systematic review is conducted to explore the methodological rigor of the quantitative research literature concerning the predictive validity of these instruments (Article 3). The systematic review concludes that the field could benefit from the development of standardized guidelines promoting the transparent and consistent reporting of methodology and results in peer-reviewed publications on violence risk assessment tools (Article 4). These standardized guidelines are then applied to the sexual offender risk assessment tool research literature to examine its transparency and consistency of reporting of methodology and results (Article 5).
Zusammenfassung

INTRODUCTION

Historically, the construct of risk has referred to the probability of gain or loss weighted by the value of what stands to be gained or lost. Beginning largely in the 20th century, this construct was applied to the area of forensic mental health. Forensic risk assessment refers to the process by which the likelihood of future antisocial behavior is evaluated (Singh, 2012). The antisocial behavior being predicted may constitute a first-time offense or a repeat offense, the latter of which is referred to as recidivism. Risk assessments routinely involve the structured examination of a number of risk factors (biological, psychological, or sociological characteristics that increase the likelihood of antisocial behavior) and protective factors (biological, psychological, or sociological characteristics that decrease the likelihood of antisocial behavior). These may be either static (historical or unchanging), acutely dynamic (modifiable and likely to change), or stably dynamic (modifiable but unlikely to change) in nature (Andrews & Bonta, 2010). An example of a static risk factor for antisocial behavior is a history of violence (Quinsey, Harris, Rice, & Cormier, 2006), whereas an acute dynamic risk factor would be stress (Borum, 1996), and a stable dynamic risk factor would be marital status (Andrews & Bonta, 1995). An example of a static protective factor against antisocial behavior is intelligence (de Vogel, de Ruiter, Bouman, & de Vries Robbe, 2007), whereas an acute dynamic protective factor would be medication adherence (Webster, Martin, Brink, Nicholls, & Desmarais, 2009), and a stable dynamic protective factor would be healthy peer relationships (Webster et al., 2009).

1.1 Identifying Risk and Protective Factors

According to the guidelines set forth by Grann and Långström (2007), risk and protective factors – be they static or dynamic in nature – can be identified using one of three
techniques: (a) the empirical method, (b) the theoretical method, or (c) the clinical method. Each of these three techniques has its own merit, albeit they vary in terms of their focus on psychometrics versus practical application. In the empirical method, risk and protective factors are identified through research in which a sample is followed for such a duration as to allow for the possibility of offending. The biopsychosocial characteristics of those who offend are analyzed to see if they systematically differ from those who do not. If the presence of a given characteristic increases the likelihood of offending to a statistically significant extent, it is considered a risk factor. If the presence of that characteristic decreases this likelihood, the characteristic is considered a protective factor.

In the theoretical method, a particular theory (e.g., psychoanalytic, behavioral, cognitive) is used to guide decisions as to which characteristics place an individual at a higher or lower risk of antisocial behavior (Grann & Långström, 2007). Different theoretical orientations offer different conceptualizations of what constitutes an “at risk” person and propose different mechanisms concerning how that individual came to be at risk. For example, risk assessments formulated from a psychoanalytic perspective may take into consideration information concerning disorganized attachment styles as well as an individual’s sexual history. (For an overview of forensic risk assessment and psychodynamic theory, see Doctor & Nettleton, 2003). Behavioral measures, on the other hand, would be more likely to include consideration of the individual’s previous offending history, social competence, and his or her parents’ style of discipline. (For an overview of forensic risk assessment and behavioral theory, see Eifert & Feldner, 2004). Risk tools adopting a cognitive approach would likely include consideration of an individual’s capacity for emotion regulation, tendency to ruminate, and level of impulsivity. (For an overview of cognitive approaches to forensic risk management, see Lipsey, Hapman, & Landenberger, 2001).
In contrast to the previous two approaches, the clinical method of identifying risk and protective factors involves identifying individual characteristics which, regardless of whether they are empirically or theoretically associated with offending, are changeable and thus can be addressed through clinical intervention (Grann & Långström, 2007). For example, although traits such as an individual’s history of antisocial behavior or severe mental illness cannot be altered, other characteristics such as employment status or level of education can. Hence, the clinical method places an emphasis on dynamic factors.

1.2 Contemporary Approaches to Forensic Risk Assessment

Although there are numerous adverse outcomes that can be evaluated through forensic risk assessment (e.g., substance use, absconding, self-harm), the current article will focus on evidence-based approaches to violence, sex offender, and general recidivism risk assessment. Specifically, we will explore the three leading approaches to risk assessment currently used in practice and examples of key tools that follow each. In addition, we will examine the importance of understanding Tarasoff liability in the context of forensic risk assessment.

Systematic reviews and meta-analyses of the research base on forensic risk assessment have established three leading approaches to this form of evaluation: (a) unstructured clinical judgment, (b) actuarial assessment, and (c) structured professional judgment (Singh & Fazel, 2010). In the following section, we will examine the relative strengths and weaknesses of each.

1.2.1 Unstructured Clinical Judgment

Unstructured clinical judgment (UCJ) refers to the subjective process of evaluating the likelihood of an adverse outcome without the use of a structured method (e.g., a risk assessment tool). Instead, clinical skills and experience with the given individual whose risk is being assessed are relied upon (Murray & Thomson, 2010). The key benefits of the UCJ
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approach include its flexibility, its utility in tailoring risk assessments to a given individual, its incorporation of a variety of case-specific risk and protective static and dynamic factors, and its inexpensiveness (i.e., no materials need to be purchased). The key drawback of the UCJ approach is its inherent subjectivity, resulting in poor rates of reliability and predictive validity. Of particular concern is this approach’s vulnerability to human judgment biases in the decision-making process. For example, hindsight bias due to recent tragic events involving high-profile homicides by individuals diagnosed with a mental illness may result in the overestimation of violence-risk in persons with quite low base rates of interpersonal aggression (Arkes, 1991; Large, Ryan, Singh, Paton, & Nielssen, 2011). If evaluating a college-aged adolescent in Newtown, Connecticut in the United States, who was diagnosed with Asperger’s Syndrome and raised by a single mother who had taught him to fire guns, this adolescent would likely be perceived as a higher risk immediately after an armed gunman reportedly diagnosed with Asperger’s Syndrome entered Sandy Hook Elementary School in Newtown in 2012 and fatally shot 20 children and six adult staff members. This despite epidemiological research findings suggesting that individuals diagnosed with Asperger’s Syndrome are not at increased risk of violence compared to the general population (Ghaziuddin, 2013) and that the large majority of individuals with this diagnosis who do go on to be violent do not commit crimes involving weapons (Harmon, 2012).

Perhaps the best-known criticism of unstructured clinical judgment in forensic risk assessment is the seminal monograph by Monahan (1981), entitled The Clinical Prediction of Violent Behavior. A spiritual successor to Meehl’s (1954) Clinical vs. Statistical Prediction: A Theoretical Analysis and a Review of the Evidence, in which it was argued that professionals cannot predict outcomes as successfully as statistical formulae, Monahan reviewed the research literature on unstructured clinical judgment and found that clinicians are unable to predict violence at rates above chance, concluding:
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Psychiatrists and psychologists are accurate in no more than one out of three predictions of violent behavior over a several-year period among institutionalized populations that had both committed violence in the past (and thus had high base rates for it) and those who were diagnosed as ‘mentally ill’ (Monahan, 1981, p. 48-49).

1.2.2 Actuarial Assessment

Actuarial risk assessment tools are structured instruments composed of risk and/or protective, static and/or dynamic factors that are found to be associated with the adverse event of interest using a statistical methodology (e.g., logistic regression, Cox regression, Chi-Squared Automatic Interaction Detection [CHAID]). Each item is weighted in accordance with the amount of variance it accounts for in the prediction of the adverse event of interest. Total scores are cross-referenced with a manual in which estimates of recidivism rates are provided for either each score or for ranges of scores (referred to as “risk bins” or “risk categories”). These estimates are derived from the actual rates of recidivism seen in groups with the same score or ranges of scores in the sample on which the tool was calibrated (i.e., the group whose data was used to develop the tool).

The key benefits of actuarial risk assessment tools include their objectivity and transparency in the risk assessment process, their speed of administration, their requiring mostly historical information (i.e., incorporating mostly static risk factors) that are routinely available in criminal/court/medical records, their removal of human judgment biases inherent in the clinical decision-making process, and the generation of an estimated recidivism rate. The latter is perceived as the most significant strength of actuarial risk assessment tools, making them of higher perceived usefulness in legal settings (Singh, 2013).

The key drawbacks of actuarial risk assessment tools are the inability to apply group-based recidivism rates to individual patients (Hart, Michie, & Cook, 2007), the instability of estimated recidivism rates when applied to groups in different jurisdictions (Singh, Fazel,
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Gueorguieva, & Buchanan, 2014), and the inability to incorporate case-specific information to modify estimated recidivism rates. Concerning the latter, the preponderance of the research literature on modifying the findings of actuarial risk assessment tools suggests that such modification weakens rather than strengthens their reliability and predictive validity (Quinsey et al., 2006). In addition, adding or removing additional items on actuarial risk assessment tools or using them with unintended populations or to predict unintended outcomes has been found to weaken their predictive validity (Quinsey et al., 2006).

Examples of commonly-used actuarial assessment schemes include the Classification of Violence Risk (COVR; Monahan et al., 2005); Level of Service Inventory-Revised (LSI-R; Andrews & Bonta, 1995); Level of Service/Case Management Inventory (LS/CMI; Andrews, Bonta, & Wormith, 2004); Psychopathy Checklist-Revised (PCL-R; Hare, 2003); Psychopathy Checklist: Screening Version (PCL-SV; Hart, Cox, & Hare, 1995); Risk Matrix 2000 (RM2000; Thornton et al., 2003); Static-99 and Static-99R (Hanson & Thornton, 1999; Helmus, Thornton, Hanson, & Babchishin, 2012); Violence Risk Appraisal Guide (VRAG; Quinsey, Harris, Rice, & Cormier, 2006); Sex Offender Risk Appraisal Guide (SORAG; Quinsey et al., 2006); and Violence Risk Scale (VRS; Wong & Gordon, 2009).

**Classification of Violence Risk (COVR).** The COVR is a computer-based actuarial instrument designed to predict the likelihood of violence in adult psychiatric inpatients upon discharge to the community (Monahan et al., 2005). The measure guides clinicians through a structured chart review and a 5-10 minute interview with the examinee in order to assess violence risk among individuals with a mental disorder in acute psychiatric care. Information gathered via self-report is used to score individuals on up to 106 items. Once the COVR assessment is completed, the software generates a report that contains a statistical estimate of the patient's violence risk, including the confidence interval for that estimate and a list of the risk factors that the program took into account to produce the estimate. Total scores are used
to classify individuals into one of five risk categories, each of which has an estimated recidivism rate. Systematic review evidence suggests that COVR assessments produce moderate levels of predictive validity when used to predict outpatient violence in both male and female psychiatric populations (Singh, Serper, Reinhart, & Fazel, 2011).

**Level of Service Inventory-Revised (LSI-R).** The LSI-R is an actuarial instrument designed to predict the likelihood of general recidivism in adult offenders according to the Risk-Need-Responsivity Model of (Andrews & Bonta, 1995). Information gathered via file review and a semi-structured interview is used to score individuals on 54 items measuring 10 domains: criminal history (10 items), leisure/recreation (2 items), education/employment (10 items), companions (5 items), financial (2 items), alcohol/drug problems (9 items), family/marital (4 items), emotional/personal (5 items), accommodation (3 items), and attitude/orientation (4 items). Total scores on the LSI-R are used to classify individuals into one of five risk categories (low, low-moderate, moderate, moderate-high, high), each of which has an estimated recidivism rate. The LSI-R has been found to be effective in predicting parole outcomes, success in halfway houses, institutional misconduct, and recidivism in the community (Andrews & Bonta, 2010).

**Level of Service/Case Management Inventory (LS/CMI).** The LS/CMI is an actuarial instrument designed to predict the likelihood of general recidivism in adult offenders (Andrews, Bonta, & Wormith, 2004). Information gathered via file review and semi-structured interview is used to score individuals on 43 items measuring eight domains, seven of which are derived from the LSI-R: criminal history (8 items), leisure/recreation (2 items), alcohol/drug problems (8 items), education/employment (9 items), companions (4 items), procriminal attitudes/orientation (4 items), family/marital (4 items), and antisocial patterns (4 items). Each of the eight domains also includes the opportunity to rate the domain as a strength that can be built upon in a case management plan. Strengths were introduced to the
scheme after LSI-R users commented that they preferred considering the totality of the offender being assessed when creating a management plan (Andrews et al., 2010). Total scores on the LS/CMI are used to classify individuals into one of five risk categories (very low, low, medium, high, or very high). The LS/CMI has been found to produce valid and reliable assessments of general recidivism risk across sexes, ethnicities, and Western countries (Olver, Stockdale, & Wormith, 2014).

**Psychopathy Checklist-Revised (PCL-R).** The PCL-R is a personality scale designed to diagnose psychopathy in adult forensic populations (Hare, 2003). The item content on the PCL-R is based on Cleckley’s (1941) operational definition of the psychopathic personality outlined in his work, *The Mask of Sanity*. Information gathered via file review, semi-structured interviews, and collateral information is used to score individuals on 20 items that load onto two factors: interpersonal and affective features (10 items) and impulsive and antisocial behavior (10 items). Different cut-off scores have been put forth for use in different geographic regions and different populations. The PCL-R should be completed by a mental health professional (such as a psychologist or other professional trained in the field of mental health, psychology, or psychiatry) with extensive training (e.g., psychopathology, psychopathy, psychometrics) (Hare, 2003). Although the PCL-R was not originally designed as a risk assessment tool, meta-analytic reviews have found that the measure is able to predict future offending accurately in a number of settings and populations (Leistico, Salekin, DeCoster & Rogers, 2008; Salekin, Rogers & Sewell, 1996; Walters, 2003). It is also notable that PCL-R scores were originally incorporated into several risk assessment tools such as the HCR-20, SORAG, SVR-20, and VRAG.

**Psychopathy Checklist: Screening Version (PCL:SV).** The PCL:SV is a personality scale designed to screen for psychopathy in psychiatric inpatients (Hart, Cox, & Hare, 1995). It is an abbreviated and highly correlated version of the PCL-R, originally developed as part
of the MacArthur Violence Risk Assessment Study (Monahan et al., 2001). Analogous to the PCL-R, information gathered via file review and a semi-structured interview is used to score individuals on 12 items that load onto two factors: interpersonal and affective features (6 items), and impulsive and antisocial behaviors (6 items). Total scores on the PCL:SV are used to classify individuals as either non-psychopathic, psychopathic, or as needing a full PCL-R assessment before a diagnosis can be made. In the case of insufficient information, one item on each subscale can be prorated (Hart et al., 1995). The PCL:SV can be completed by assessors who have completed graduate-level courses in test administration and measurement, or with equivalent training. In addition, administrators must have an advanced degree in a relevant profession such as a field of mental health (Multi-Health Systems, 2015). As with the full PCL-R, although the PCL:SV was not designed as a risk assessment tool, meta-analytic research suggests that assessments using this measure are able to predict violent and general recidivism in a number of populations (Leistico et al., 2008).

**Risk Matrix 2000 (RM2000).** The RM2000 is an actuarial instrument designed to predict the likelihood of future sexual and non-sexual violent recidivism in adult male sexual offenders (Thornton et al., 2003). Information gathered via file review is used to score individuals on three scales: sexual recidivism (RM2000/S; 3 items), non-sexual violent recidivism (RM2000/V; 3 items), and combined recidivism (RM2000/C; 3 items). Total scores on the RM2000 scales are used to classify individuals into one of four risk categories (low, medium, high, very high), each of which has an estimated recidivism rate. Meta-analytic research has found all three RM2000 scales to be valid predictors of sexual, non-sexual violent, and general recidivism (Helmus, Babchishin, & Hanson, 2013).

**Static-99 and Static-99R.** The Static-99 and Static-99R are actuarial instruments designed to predict the likelihood of long-term sexual recidivism in adult sexual offenders (Hanson & Thornton, 1999; Helmus, Thornton, Hanson, & Babchishin, 2012). Information
gathered via file review is used to score individuals on 10 items, with the Static-99R having revised weights for the age at release item. Total scores on the Static-99 are used to classify individuals into one of four risk categories (low, moderate-low, moderate-high, high), each of which has an estimated recidivism rate. The Static-99 manual and forms are freely available via Public Service Canada (www.ps.gc.ca), although the authors recommend training and ongoing quality assurance programs to ensure the measure is being used correctly. While training is recommended, the Static-99 can be scored by those without advanced professional degrees, as scoring is straightforward once the assessor is familiar with the scoring rules (Anderson & Hanson, 2010). Meta-analytic research and numerous primary studies have found the Static-99 and its revision to be valid and reliable predictors of sexual recidivism (Hanson & Morton-Bourgon, 2007; Singh, Fazel, Guerguieva, & Buchanan, 2013).

**Violence Risk Appraisal Guide (VRAG).** The VRAG is an actuarial instrument designed to predict the likelihood of violence in previously violent mentally disordered adult offenders (Quinsey, Harris, Rice, & Cormier, 2006). Information gathered via file review, third-party sources, and self-report is used to score 12 static items regarding childhood conduct, family background, previous criminal behavior, psychological issues, and index offense. These items were found to have the strongest statistical association with violent recidivism in a development sample of over 600 mentally disordered offenders (Harris et al., 1993). Assessors are expected to have training in the PCL-R, and should be able to demonstrate that they can score the VRAG reliably (Rice, Harris, & Hilton, 2010). Total scores on the VRAG are used to classify individuals into one of nine risk categories, each of which has an estimated recidivism rate. Replication studies have established the VRAG’s ability to accurately predict violent recidivism in both men and women in a variety of settings as well as in child molesters, rapists, and non-violent offenders (Mental Health Centre Penetanguishene, 2009).
Sex Offender Risk Appraisal Guide (SORAG). The SORAG is an actuarial instrument designed to predict the likelihood of violent and sexual recidivism in convicted adult sexual offenders (Quinsey et al., 2006). Information gathered via file review, third-party sources, and self-report is used to score 14 items, 10 of which are identical to the VRAG and four additional items that are statistically related to sexual recidivism (e.g., phallometric deviance). Total scores on the SORAG are used to classify individuals into one of nine categories, each of which has an estimated recidivism rate. As with the VRAG, assessors are expected to have training in the PCL-R, and should be able to demonstrate that they can score the SORAG reliably (Rice, Harris, & Hilton, 2010). Studies conducted in a variety of study settings on a number of populations have found the SORAG to be a valid predictor of violent and sexual offending (Mental Health Centre Penetanguishene, 2009).

Violence Risk Scale (VRS). The VRS is an actuarial instrument designed to predict the likelihood of violence in adult forensic psychiatric patients (Wong & Gordon, 2009). Unique to the VRS is its incorporation of treatment-based change into actuarial risk estimates. Information gathered via file review and a semi-structured interview is used to score individuals on 26 items measuring two domains: static factors (6 items), and dynamic factors (20 items). Total scores on the VRS are used to determine an individual’s risk level, with higher scores having a higher estimated recidivism rate. The VRS has been validated in samples of adult male offenders and forensic psychiatric inpatients (Burt, 2000, 2003; de Vries Robbé, Weenink, & de Vogel, 2006, Dolan & Fullam, 2007; Wilde & Wong, 2000; Wong & Gordon, 2006). In addition, meta-analytic research has found the static and dynamic factors on the VRS to be equally accurate in predicting violent recidivism (Yang, Wong, & Coid, 2010).
1.2.3 Structured Professional Judgment

Structured professional judgment (SPJ) risk assessment tools were developed to address the inflexibility of actuarial schemes. SPJ instruments are composed of risk and/or protective, static and/or dynamic factors that research or theory suggests are associated with the adverse event of interest. Total scores are used as an aide-memoire, guiding administrators in making a categorical risk judgment (e.g., Low, Moderate, or High) when combined with case-specific information gained through clinical experience with the client being evaluated. Hence, total scores are not to be used as statistical predictors of risk but rather as an important piece of a larger formulation process.

SPJ schemes seek to address the weaknesses of actuarial schemes. Thus, the key benefits of SPJ risk assessment tools include being more focused on individual clients than groups and the ability to take into consideration information not included in the item content of specific tools. The predictive validity of SPJ tools has been found to be non-significantly different than that of actuarial tools (Fazel, Singh, Doll, & Grann, 2012). In addition, practitioners generally perceive SPJ instruments to be more accurate and reliable than actuarial instruments and also of greater interest to mental health boards (Singh, 2013). The key drawbacks of SPJ risk assessment tools include a less objective evaluation process as well as the re-introduction of human decision-making biases into risk assessments. In addition, SPJ instruments are generally perceived as taking longer to administer than actuarial instruments (Singh, 2013).

Examples of commonly-used SPJ risk assessment schemes include the Brøset Violence Checklist (BVC; Almvik & Woods, 1999); Historical, Clinical, Risk Management-20 (HCR-20; Webster, Douglas, Eaves, & Hart, 1997; Douglas, Hart, Webster, & Belfrage, 2013); Historisch, Klinisch, Toekomst-30 (HKT-30; Werkgroep, 2002); Forensisches Operationalisiertes Therapie-Risiko-Evaluations-System (FOTRES; Urbaniok, 2007); Risk
Assessment, Management, and Audit System (RAMAS; O’Rourke, Hammond, Smith, & Davies, 1998); Structured Assessment of Protective Factors for Violence Risk (SAPROF; de Vogel, de Ruiter, Bouman, & de Vries Robbé, 2007, 2009, 2012); Structured Assessment of Violence Risk in Youth (SAVRY; Borum, Bartel, & Forth, 2006); Short-Term Assessment of Risk and Treatability (START; Webster, Martin, Brink, Nicholls, & Desmarais, 2009); Sexual Violence Risk-20 (SVR-20; Boer, Hart, Kropp, & Webster, 1997); and Violence Risk Screening-10 (V-RISK-10; Hartvig et al., 2007).

The Brøset Violence Checklist (BVC). The BVC is an SPJ instrument designed to predict the likelihood of violence in adult psychiatric inpatients within the subsequent 24-hour period (Almvik & Woods, 1999). Information gathered via clinical observations is used to evaluate individuals on six items measuring two domains: patient characteristics (3 items) and patient behaviors (3 items). Users are not required to have any specific examiner qualifications, nor is training required to use the measure (Almvik, Woods, & Rasmussen, 2000). The item content on the BVC is based on the most frequent warning signals for violent inpatient incidents as identified by Linaker and Busch-Iversen (1995). Total scores on the BVC are used to classify individuals into one of three risk categories (small, moderate, very high), each of which has an estimated recidivism rate. In both longitudinal studies and randomized controlled trials, BVC assessments have been found to produce reliable and accurate assessments of short-term violence risk (Abderhalden et al., 2006; Almvik, 2008).

Historical, Clinical, Risk Management-20 (HCR-20). The HCR-20 is an SPJ instrument designed to predict the likelihood of violence in adult forensic and civil psychiatric patients (Webster, Douglas, Eaves, & Hart, 1997; Douglas, Hart, Webster, & Belfrage, 2013). Information gathered via file review and a semi-structured interview is used by a trained mental health professional to assess individuals on 20 items measuring three domains: historical factors (10 items), clinical factors (5 items), and risk management factors (5 items).
The HCR-20 has been validated in general and forensic psychiatric as well as correctional settings with adults across the lifespan (Douglas et al., 2013). Due to the dynamic nature of their item content, the clinical and risk management scales of the HCR-20 may be particularly useful in assisting professionals in making treatment decisions (Heilbrun, 2003). Recently, the authors released Version 3 of the measure (Douglas, Hart, Webster, & Belfrage, 2013) which retains the original 20 items, introduces some sub-items, and allows for assessor to rate on the relevance of items in addition to rating their presence or absence.

**Historisch, Klinisch, Toekomst-30 (HKT-30).** Modeled after the HCR-20, the HKT-30 was developed for use in the judicial context of Terbeschikkingstelling (TBS) in The Netherlands (Werkgroep, 2002). TBS is a provision allowing for mandatory psychiatric treatment for mentally disordered offenders following a prison sentence (van Marle, 2002). The HKT-30 is an SPJ instrument designed to predict the likelihood of violent recidivism in mentally disordered adult offenders. Information gathered via file review and a semi-structured interview is used at least two trained mental health professionals to assess individuals on 30 items measuring three domains: historical factors (11 items), clinical factors (13 items), and risk management factors (6 items). Item content on the HKT-30 takes into consideration regional risk factors such as difficulty with acculturation. Total scores on the HKT-30 are used to aid clinical judgment when classifying individuals into one of three risk categories (low, medium, high), with a recommended maximum duration of 12 months prior to reassessment. Systematic review evidence suggests that the HKT-30 produces accurate assessments of violent recidivism in both civil and forensic psychiatric patients (Singh, Serper, et al., 2011).

**Forensisches Operationalisiertes Therapie-Risiko-Evaluations-System (FOTRES).** The FOTRES is an offense-specific, web-based SPJ instrument designed to assess and manage violent recidivism risk as well as to monitor treatment progress in adult
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offenders (Urbaniok, 2007). Unique to this instrument is the prediction of reoffending with the same crime as the index offense. The FOTRES consists of approximately 650 items capturing four domains: structural risk of recidivism, suggestibility, therapy evaluation, and treatment prognosis. These four domains establish a Risk Needs Level as well as a Risk Management Level: The Risk-Needs Level is only assessed at the time of the index offense and not only estimates recidivism risk but also determines treatment outcome. The Risk Management Level is assessed on multiple occasions to measure treatment progress and changes to recidivism risk associated with situational factors. As its item content focuses on tailoring risk management plans, the FOTRES may be useful for identifying treatment targets as well as for maximizing responsivity (Studer, Aylwin, Stribney, & Reddon, 2011). Primary research findings on the predictive validity and inter-rater reliability of the FOTRES has been mixed (Rossegger et al., 2011; Keller et al., 2011).

**Risk Assessment, Management, and Audit System (RAMAS).** The RAMAS is an SPJ instrument designed to predict the likelihood of violence in mental health, criminal justice, and social service users (O’Rourke, Hammond, Smith, & Davies, 1998). Information gathered using a multidisciplinary and interagency approach is used to evaluate individuals on 66 items measuring four domains: risk to self, risk to others, mental health risk, and vulnerability. The tool is intended for collaborative use by professionals in hospital, institutional, community, and research settings to achieve the twin objectives of providing better protection to the public whilst improving care planning, treatment, and management of people posing a risk to themselves or others. Multi-disciplinary training is structured across three levels, including a half-day practitioner workshop (Level 1), training as a RAMAS risk and care trained user (Level 2), and a License to Train (Level 3). Users must complete Levels 1 and 2 in order to use the RAMAS system. According the instrument’s developers, RAMAS is also an acronym for the goal of the system: Realistic, Achievable, Measurable, Appropriate.
Strategies for Health and Well-being. Research on the RAMAS Risk Assessment Checklist has shown that the various item scales demonstrate internal consistency estimates of reliability that are within the recommended range for the Checklist to be considered reliable. A high degree of consistency between raters has also been demonstrated, although correlations between RAMAS scales and clinical judgment are noted to be either not statistically significant, or not large. When examined as separate scales, (i.e., Dangerousness, Mental Instability, and Self Harm), the psychometric properties of the scales are excellent, and allow for discriminating risk assessment profiles to be drawn for individual patients (Hammond & O’Rourke, 2000).

Structured Assessment of Protective Factors for Violence Risk (SAPROF). The SAPROF is an SPJ instrument that was developed to supplement the HCR-20 and similar instruments by adding protective factors for violence into the case formulations of adult violent and sexual offenders (de Vogel, de Ruiter, Bouman, & de Vries Robbé, 2007, 2009, 2012). Information gathered via file review and a semi-structured interview is used to score individuals on 17 items measuring three domains: internal factors (5 items), motivational factors (7 items), and external factors (5 items). The SAPROF has been found to be a reliable and valid supplement to both the HCR-20 Version 2 (de Vries Robbé, de Vogel, Douglas, & Nijman, in press) as well as the HCR-20 Version 3 (de Vries Robbé, de Vogel, Koster, & Bogaerts, 2014), with more accurate assessments being produced for violent rather than sexual recidivism. Research examining the SAPROF has demonstrated excellent levels of inter-rater reliability and good levels of predictive validity for violent recidivism (de Vries Robbé & de Vogel, 2013; de Vries Robbé, de Vogel, & de Spa, 2011; de Vries Robbé, de Vogel, Koster, & Bogaerts, 2015).

Structured Assessment of Violence Risk in Youth (SAVRY). The SAVRY is an SPJ instrument designed to assess the likelihood of violence in male and female adolescents
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aged 12 to 18 years (Borum, Bartel, & Forth, 2006). Information gathered via file review and a semi-structured interview is used to evaluate 30 factors measuring four domains: historical factors (10 items), social/contextual factors (6 items), individual/clinical factors (8 items), and protective factors (6 items). The SAVRY allows raters to designate risk factors as “critical”, if the rater judges them to be causal in the given case. Total scores on the SAVRY are used to aid clinical judgment when classifying individuals into one of three risk categories (low, moderate, high). As it includes dynamic risk and protective factors, the SAVRY may be a useful aid to intervention and management planning in addition to risk assessment (Borum, Lodewijks, Bartel, & Forth, 2010). Professionals in a variety of disciplines who conduct violence risk assessments or prepare risk management plans are qualified to use the SAVRY, and there are no specific training requirements for using the instrument (Borum et al., 2010). Research on the SAVRY has demonstrated good to excellent levels of inter-rater reliability and good levels of internal consistency (Catchpole & Gretton, 2003; Dolan & Rennie, 2008; Lodewijks, Doreleijers, de Ruiter & Borum, 2008; McEachran, 2001; Meyers & Schmidt, 2008; Viljoen et al., 2008). Meta-analytic research has found the SAVRY to produce rates of predictive validity that exceed those of risk assessment tools developed for adult populations (Singh, Grann, & Fazel, 2011).

Short-Term Assessment of Risk and Treatability (START). The START is an SPJ instrument designed to predict the likelihood of violence, suicide, unauthorized leave, victimization, self-harm, substance abuse, and self-neglect in the short-term (weeks to months; Webster, Martin, Brink, Nicholls, & Desmarais, 2009). The START is intended for use by experienced mental health and correctional professionals to assess a diverse set of adult populations and settings (e.g., civil and forensic psychiatric patients, correctional inmates, probationers). Information gathered via file review and a semi-structured interview is used to concurrently score individuals on 20 items measuring two domains: strengths and
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vulnerabilities. The START allows raters to designate vulnerabilities as “critical”, if the rater judges a vulnerability to be a causal risk factor. The START allows raters to designate strengths as “key”, if the rater judges a strength to be a causal protective factor. Total scores on the START are used to aid clinical judgment when classifying individuals into one of three risk categories (low, moderate, high) for the instrument’s seven outcomes of interest. Webster and colleagues (2009) recommend that the duration of time between assessments using this dynamic measure not exceed three months. A recent meta-analysis concluded that START assessments of violence risk produce excellent levels of inter-rater reliability and fair to excellent levels of predictive validity (O’Shea & Dickens, 2014). However, there is currently a lack of research on the accuracy of START assessments when used to predict the likelihood of future suicide, substance abuse, and unauthorized leave.

Sexual Violence Risk-20 (SVR-20). The SVR-20 is an SPJ instrument designed to assess the likelihood of sexual violence in adult male sex offenders (Boer, Hart, Kropp, & Webster, 1997). The instrument’s authors have stated that the SVR-20 may be used with careful consideration with women as well as with older male adolescents (16 or 17 years old (Hart & Boer, 2010). Information gathered via file review and a semi-structured interview is used to evaluate individuals on 20 items measuring three domains: psychosocial adjustment (11 items), sexual offenses (7 items), and future plans (3 items). Total scores on the SVR-20 are used to aid clinical judgment when classifying individuals into one of three risk categories (low, moderate, high). According to the SVR-20 manual, users of the scheme should meet two general requirements: (1) basic familiarity with professional and scientific literature on sexual violence, including its causes and management; and (2) training and experience in individual assessment, including interviewing and file review (Hart & Boer, 2010). A recent narrative review concluded that, in light of the findings of replication studies, the SVR-20 should be considered a valid and reliable predictor of violent recidivism in sexual offenders.
(Rettenberger, Hucker, Boer, & Eher, 2009). Research on the SVR-20 has established good to excellent levels of inter-rater reliability (de Vogel, de Ruiter, van Beek & Mead, 2004; Rettenberger & Eher, 2007; Watt & Jackson, 2008; Zanatta, 2005), strong concurrent validity (Dietiker, Dittmann, & Graf, 2007; Rettenberger & Eher, 2007; Zanatta, 2005), and variable predictive validity (Barbaree et al., 2008; Craig, Browne, Beech, & Stringer, 2006; Dempster, 1998; de Vogel et al., 2004; Sjöstedt & Långström, 2003; etc.).

**Violence Risk Screening-10 (V-RISK-10).** The V-RISK-10 is an SPJ instrument designed to predict the likelihood of violence in civil psychiatric patients such that a more comprehensive risk assessment may be conducted or immediate risk management plans can be put in place (Hartvig et al., 2007). The measure is intended for use by psychologists, psychiatrists, and non-psychiatrist medical doctors. Information gathered via file review and clinical observation is used to score individuals on 10 items measuring three domains: historical, clinical, and risk management items. Total scores on the V-RISK-10 are used to aid clinical judgment when classifying individuals into one of three risk categories (low, moderate, or high). Prospective studies examining the V-RISK-10 have found the instrument to be as reliable and valid as more comprehensive risk assessment instruments (Bjørkly, Hartvig, Roaldset, & Singh, 2014), with particular usefulness in identifying low risk patients (Centre for Research and Education in Forensic Psychiatry, 2008; Hartvig et al., 2011).

### 1.3 Integrating Risk Assessment Research into Practice

Over the past 30 years, more than 400 forensic risk assessment tools have been developed for the purposes of predicting the likelihood of future violence, sex offending, and general recidivism (Singh, 2013). In accordance with a recent amicus curiae brief from the American Psychological Association (Gilfoyle et al., 2011), it is recommended that such structured instruments be routinely used by mental health and criminal justice professionals and that judges and lawyers seek out evaluators who use such instruments rather than
unstructured clinical judgments. This said, risk assessment tools should not be the sole determinants of decisions concerning civil liberties, especially when the base rate of the outcome of interest is particularly low (McSherry & Keyzer, 2009).

Though currently used in over 40 countries for prediction, management, and monitoring purposes (Singh, 2013), no single risk assessment tool has emerged as being more accurate than others (Yang, Wong, & Coid, 2010). To decide which tool to use, meta-analytic research suggests focusing on the intended population and outcome for which a tool was designed, and then trying to find a “best fit” with the population and outcome of interest (Singh, Grann, & Fazel, 2011). The more deviations from a tool manual (e.g., item omissions, changes in scoring procedures), the weaker the tool’s performance – this extends to using a “clinical override” on estimates established by actuarial risk assessment tools (Quinsey et al., 2006).

As new risk assessment tools have recently been developed for more specific populations – for example, intellectually disabled offenders (Lofthouse, Lindsay, Totsika, Hasting, & Roberts, 2014) – to assess the likelihood of more specific outcomes – for example, spousal assault (Kropp, Hart, & Belfrage, 2010) and suicide (Steeg et al., 2012) – there has been a renewed focus on moving beyond static risk factors and moving towards incorporating more

1.4 The Present Thesis

Risk assessment protocols have been implemented in mental health and criminal justice settings around the globe to prioritize risk reduction strategies for those most at need. Helping to allocate scarce resources more effectively and efficiently while protecting our communities, risk assessment has come to be a cornerstone of forensic practice in many jurisdictions. The present thesis investigates the use, perceived utility, and research quality on forensic risk assessment tools. First, a systematic review of qualitative surveys on forensic
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risk assessment tools is conducted to explore the international use and perceived utility of such instruments (Article 1). The systematic review concludes that there is a lack of methodologically-rigorous qualitative research on forensic risk assessment tool use and perceived utility across continents and professional disciplines, necessitating a new, large-scale study (Article 2). Given the lack of methodologically-rigorous qualitative research on forensic risk assessment tools, a second systematic review is conducted to explore the methodological rigor of the quantitative research literature concerning the predictive validity of these instruments (Article 3). The systematic review concludes that the field could benefit from the development of standardized guidelines promoting the transparent and consistent reporting of methodology and results in peer-reviewed publications on violence risk assessment tools (Article 4). These standardized guidelines are then applied to the sexual offender risk assessment tool research literature to examine its transparency and consistency of reporting of methodology and results (Article 5).
### Table 1: Characteristics of Commonly-Used Risk Assessment Tools

<table>
<thead>
<tr>
<th>Tool</th>
<th>Items</th>
<th>Approach</th>
<th>Intended Population(s)</th>
<th>Intended Outcome(s)</th>
<th>Time (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BVC</td>
<td>6</td>
<td>Actuarial</td>
<td>Psychiatric Acute Inpatients</td>
<td>Violence</td>
<td>&lt;5</td>
</tr>
<tr>
<td>COVR</td>
<td>Variable</td>
<td>Actuarial</td>
<td>Acute Psychiatric Inpatients</td>
<td>Violence</td>
<td>10-15</td>
</tr>
<tr>
<td>FOTRES</td>
<td>Variable</td>
<td>SPJ</td>
<td>General Offenders</td>
<td>Variable</td>
<td>60</td>
</tr>
<tr>
<td>HCR-20</td>
<td>20</td>
<td>SPJ</td>
<td>Civil/Forensic Psychiatric Patients</td>
<td>Violence</td>
<td>Unknown</td>
</tr>
<tr>
<td>HKT-30</td>
<td>30</td>
<td>SPJ</td>
<td>Mentally Disordered Violent Offenders</td>
<td>Violent Recidivism</td>
<td>Unknown</td>
</tr>
<tr>
<td>LS/CMI</td>
<td>43</td>
<td>Actuarial</td>
<td>General Offenders</td>
<td>General Recidivism</td>
<td>20-30 per form (5 forms)</td>
</tr>
<tr>
<td>LSI-R</td>
<td>54</td>
<td>Actuarial</td>
<td>General Offenders</td>
<td>General Recidivism</td>
<td>30-45</td>
</tr>
<tr>
<td>PCL-R</td>
<td>20</td>
<td>N/A</td>
<td>Forensic Populations</td>
<td>N/A</td>
<td>90-120 (Interview); 60 (File Review)</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>12</td>
<td>N/A</td>
<td>Psychiatric Acute Inpatients</td>
<td>N/A</td>
<td>45 (Interview); 30 (File Review)</td>
</tr>
<tr>
<td>RAMAS</td>
<td>66</td>
<td>SPJ</td>
<td>Mental Health Service Users</td>
<td>Risk to Others; Risk to Self; Victimization</td>
<td>Unknown</td>
</tr>
<tr>
<td>RM2000</td>
<td>7</td>
<td>Actuarial</td>
<td>Sexual Offenders</td>
<td>Sexual, Non-sexual Violent, or Combined Recidivism</td>
<td>Unknown</td>
</tr>
<tr>
<td>SAPROF</td>
<td>17</td>
<td>SPJ</td>
<td>Violent and Sexual Offenders</td>
<td>Violence</td>
<td>Unknown</td>
</tr>
<tr>
<td>SAVRY</td>
<td>30</td>
<td>SPJ</td>
<td>Adolescents</td>
<td>Violence</td>
<td>Unknown</td>
</tr>
<tr>
<td>SORAG</td>
<td>14</td>
<td>Actuarial</td>
<td>Sexual Offenders</td>
<td>Violent Recidivism</td>
<td>Unknown</td>
</tr>
<tr>
<td>Static-99</td>
<td>10</td>
<td>Actuarial</td>
<td>Sexual Offenders</td>
<td>Sexual Recidivism</td>
<td>15</td>
</tr>
<tr>
<td>Static-99R</td>
<td>10</td>
<td>Actuarial</td>
<td>Sexual Offenders</td>
<td>Sexual Recidivism</td>
<td>15</td>
</tr>
<tr>
<td>START</td>
<td>20</td>
<td>SPJ</td>
<td>Civil/Forensic Psychiatric Patients</td>
<td>Violence; Suicide; Self-Harm; Unauthorized Leave; Victimization; Substance Abuse; Self-Neglect</td>
<td>22-25</td>
</tr>
<tr>
<td>SVR-20</td>
<td>20</td>
<td>SPJ</td>
<td>Sexual Offenders</td>
<td>Violent Recidivism</td>
<td>Unknown</td>
</tr>
<tr>
<td>V-RISK-10</td>
<td>10</td>
<td>SPJ</td>
<td>Non-forensic Psychiatric Patients</td>
<td>Violence</td>
<td>Unknown</td>
</tr>
<tr>
<td>VRAG</td>
<td>12</td>
<td>Actuarial</td>
<td>Mentally Disordered Violent Offenders</td>
<td>Violent Recidivism</td>
<td>Unknown</td>
</tr>
<tr>
<td>VRS</td>
<td>26</td>
<td>Actuarial</td>
<td>Forensic Psychiatric Inpatients</td>
<td>Violent Recidivism</td>
<td>Unknown</td>
</tr>
</tbody>
</table>
### Table 2: Types of Items Included in Commonly-Used Risk Assessment Tools

<table>
<thead>
<tr>
<th>Tool</th>
<th>Risk</th>
<th>Protective</th>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>BVC</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>COVR</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>FOTRES</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>HCR-20</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>HKT-30</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>LS/CMI</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LSI-R</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PCL-R</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PCL:SV</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RAMAS</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RM2000</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>SAPROF</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SAVRY</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SORAG</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Static-99</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Static-99R</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>START</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>SVR-20</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>V-RISK-10</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>VRAG</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>VRS</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Tool</td>
<td>Attitudes</td>
<td>Associates/Peers</td>
<td>History of Antisocial Behavior</td>
<td>Personality Problems</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------</td>
<td>------------------</td>
<td>--------------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>BVC</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>COVR</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>FOTRES</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>HCR-20</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>HKT-30</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LS/CMI</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>LSI-R</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PCL-R</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RAMAS</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RM2000</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>SAPROF</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SAVRY</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SORAG</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Static-99</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Static-99R</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>START</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>SVR-20</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>V-RISK-10</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>VRAG</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>VRS</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

**Table 3: Item Content Included in Commonly-Used Risk Assessment Tools**
2 RESEARCH ARTICLES


2.1.1 Abstract

The present study is a systematic review exploring the methodological quality and consistency of findings for surveys on the use of violence risk assessment tools. A systematic search was conducted to identify surveys of violence risk assessment tool use published between January 1, 2000 and January 1, 2013 using PsycINFO, MEDLINE, and EBSCO Criminal Justice Abstracts. Characteristics of survey administration and more findings were extracted, and a checklist of 26 reporting quality markers in survey research was used for coding. Nine surveys were identified, fulfilling on average approximately half of the quality markers (\(M = 15.5, SD = 1.6\)). An average of 104 respondents (SD = 93) participated, with a range of 10 to 300 respondents. Most surveys examined the practices of psychologists in the United Kingdom or the United States. The Psychopathy Checklist-Revised and the Historical, Clinical, Risk Management-20 were the most commonly used instruments by practitioners. No surveys investigated differences in assessment practices across professional disciplines or continents, and none examined the use or perceived usefulness of structured instruments in risk management or risk monitoring. There continues to be a need for transparent, high quality clinical surveys on the use and perceived utility of violence risk assessment tools in the forensic mental health field. Given the growing cross-jurisdictional use of risk assessment tools, comparisons of international practice are particularly important.
2.1.2 Introduction

The prevention of violence has generated considerable clinical and research interest. After seminal research found that unstructured judgments of risk were no more valid than chance several decades ago (Monahan, 1981; Steadman & Cocozza, 1974; Thornberry & Jacoby, 1979), a number of tools have been developed to add structure to the process of assessing future violence risk and, thus, increase its predictive accuracy. According to a recent systematic review (Singh, Serper, Reinhart, & Fazel, 2011), over 150 risk assessment tools have specifically been developed to assess the risk of violence. These instruments include schemes such as the Historical, Clinical, Risk Management-20 (HCR-20; Webster, Douglas, Eaves, & Hart, 1997), the Violence Risk Appraisal Guide (VRAG; Harris, Rice, & Quinsey, 1993), and the Sexual Violence Risk-20 (SVR-20; Boer, Hart, Kropp, & Webster, 1997). Such instruments are now used on multiple continents including North America (Bloom, Webster, Hucker, & De Freitas, 2005), South America (Folino & Castillo, 2006), Europe (Risk Management Authority, 2007), Africa (Roffey & Kaliski, 2012), Asia (Chu, Daffern, Thomas, & Lim, 2012), and Australia (Ogloff & Davis, 2005).

Numerous studies have investigated the psychometric properties of risk assessment tools in the context of research, but comparatively few have explored how these instruments are actually used in practice (Elbogen, 2002). Such information is important, as evidence suggests that using risk assessment tools with their intended population to predict their intended outcome of interest can maximize reliability and predictive validity (Harris & Rice, 2007; Singh, Grann, & Fazel, 2011). Hence, examining what tools are used in the field and how is of arguably greater practical importance than their utility in controlled research contexts. One approach to examining the application of violence risk assessment tools in practice is through survey methodology.
Survey Research

A survey is a systematic data collection tool used to gather information from a representative sample of a population which can be generalized to that entire population (Groves et al., 2009). There are four types of surveys generally used: face-to-face interviews, telephone questionnaires, postal mail questionnaires, and Web-based questionnaires. Face-to-face interviews are the most direct and intrusive form of surveying, but they have also been found to yield the highest response rates (Hox & De Leeuw, 1994; Krysan, Schuman, Scott, & Beatty, 1994). However, such interviews are limited in their utility by a high likelihood of researcher reactivity effects, time constraints, and safety issues for interviewers (Babbie, 2012). Telephone questionnaires address this by being less time-consuming and avoiding physical proximity between interviewer and respondent, though they can be more expensive and limit samples to persons who own and actively answer their phone (Holbrook, Green, & Krosnick, 2003). Postal mail questionnaires are relatively inexpensive and allow respondents to complete surveys at their convenience, taking as much time as needed. However, such surveys have been found to have lower response rates compared to telephone and face-to-face methods (Cobanoglu, Warde, & Moreo, 2001). Finally, Web-based questionnaires reduce the time and costs associated with surveying, with the added benefit of avoiding the often error-prone and tedious task of data entry (Medin, Roy, & Ann, 1999). However, electronic approaches to surveying suffer from coverage bias, as they can only recruit individuals who have access to the internet (Crawford, Couper, & Lamias, 2001). The extent of this bias will depend on the age, socioeconomic status, and geographic location of the population of interest (Kaplowitz, Hadlock, & Levine, 2004).

Present Study

Though a recent metareview identified a number of systematic reviews that have been conducted to investigate the psychometric properties of violence risk assessment tools (Singh
& Fazel, 2010), none have reviewed the survey literature on such instruments. Hence, the aim of the present study was to examine the transparency and consistency of published surveys concerning violence risk assessment tool use in practice. Specifically, we wished to explore the quality of these surveys and to identify gaps in knowledge that future survey research could address.

2.1.3 Method

Review Protocol

For a consistent and transparent reporting of results, the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) Statement was followed (Moher, Liberati, Tetzlaff, & Altman, 2009). This 26-item checklist ensures accurate reporting of review methodology and findings.

Systematic Search

A systematic literature search was conducted using PsycINFO, MEDLINE, and EBSCO Criminal Justice Abstracts to identify English-language surveys of violence risk assessment tool use and perceived utility. Only studies published between January 1, 2000 and January 1, 2013 were included as we sought to explore contemporary practice. Combinations of the following Boolean keywords were used: violen*, risk, assessment, prediction, and survey. Additional surveys were identified through reference sections, annotated bibliographies, and correspondence with risk assessment researchers. As a quality control measure, only surveys published in peer-reviewed journals were considered for inclusion. Surveys concerning alternative areas of forensic risk assessment such as sex offender risk assessment (e.g., Jackson & Hess, 2007) or general recidivism risk assessment (e.g., Taxman, Cropsey, Young, & Wexler, 2007) were excluded, as were surveys on juvenile risk assessment (e.g., Shook & Sarri, 2007), communication of violence risk (Heilbrun et al., 2004), and risk factors for violence (e.g., Elbogen, Mercado, Scalora, & Tomkins, 2002). The
initial search identified 1,855 records (Figure 2). When screened for eligibility, nine studies were found to meet inclusion and exclusion criteria (Archer, Buffington-Vollum, Stredny, Handel, 2006; Bengtson & Pedersen, 2008; Green, Caroll, & Brett, 2010; Hawley, Gale, Sivakumaran, & Littlechild, 2010; Higgins, Watts, Bindman, Slade, & Thornicroft, 2005; Khiroya, Weaver, & Maden, 2009; Lally, 2003; Tolman & Mullendore, 2003; Viljoen, McLachlan, & Vincent, 2010).

**Figure 1:** Systematic search for surveys investigating violence risk assessment tool use and perceived utility.

**Data Extraction**

The objectives of the present study were: to assess the quality of the surveys included in the review, to explore how each was administered, and to analyse their findings. Three different data extraction methods were used to achieve these objectives: a quality checklist (Bennet et al., 2011), an administration characteristics coding sheet, and a findings coding sheet.
A 26-item checklist was used to assess the reporting quality of each survey (Table 4). This checklist was developed by Bennett and colleagues (2011) who reviewed recent surveying guidelines (e.g., Burns et al., 2008; Draugalis, Coons, & Plaza, 2008; Kelley, Clark, Brown, & Sitzia, 2003) and identified key reporting domains, all considered equally important to the checklist authors.

A supplementary coding sheet was developed by the authors to assist in the extraction of characteristics on survey administration findings. The eight extracted characteristics included: 1. Language(s) in which the survey was administered; 2. Number of professional disciplines sampled; 3. Method of survey administration; 4. Number of organizations to which the survey was disseminated; 5. Number of reminders sent to encourage participation; 6. Incentives offered to respondents; 7. Inclusion of survey items concerning the use of tools in risk assessment, risk management, and/or risk monitoring; 8. Reported survey items concerning the perceived usefulness of tools in risk assessment, management, and/or monitoring. To explore key survey findings, the following 10 respondent characteristics were extracted using a third coding sheet: 1. Number of respondents; 2. Response rate; 3. Number of countries represented by respondents; 4. Mean age of respondents; 5. Percentage of respondents that were male; 6. Number of risk assessments conducted by respondents over lifetime; 7. Percentage of risk assessments conducted over life-time using a structured tool; 8. Number of risk assessments conducted by respondents over past 12 months; 9. Percentage of risk assessments conducted over past 12 months using a structured tool; 10. The three structured tools most commonly used by respondents
As a measure of quality control for the data extraction, five (55.5%) of the included studies were randomly selected and coded by the second author. This investigator was provided with the quality checklist, the standardized coding sheets, and the five study manuscripts. Using Cohen’s (1960) kappa, a perfect level of interrater agreement was established (k = 1.00; Landis & Koch, 1977).

Procedure

Descriptive analyses were conducted to examine trends in the distribution of quality markers and differences in survey administration and findings. In addition, a narrative overview was prepared for each survey to summarize findings related to violence risk assessment.


Table 4: Methodological Quality Markers in Nine Clinical Surveys of Use of Structured Violence Risk Assessment Instruments

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Justification of research method</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Background literature review</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Explicit research questions</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Clear study objectives</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Description of methods used for data analysis</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>Method of questionnaire administration</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>Number and types of contact</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sample selection</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sample size calculation</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Representativeness</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Method of sample selection</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Research tool</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Description of the research tool</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Instrument pretesting</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Instrument reliability and validity</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results of research presented</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Results address objectives</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Generalizability</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Response rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response rate stated</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>How response rate was calculated</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Discussion of nonresponse bias</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Interpretation and discussion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpret and discuss findings</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Conclusion</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Recommendations</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Limitations</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Ethics and disclosure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consent</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sponsorship</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Research ethics approval</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note. * = characteristic present in survey; - = characteristic absent from survey.

2.1.4 Results

Survey Reporting Quality

The nine included studies were screened for markers of reporting quality detailed in Table 4. The average survey met just over half of the criteria (M = 15.5, SD = 1.6, range = 12–18). Of the sections constituting the checklist, the Methods section was most completely reported across studies (M = 2.5 of 3 criteria met, SD = 0.5, range = 2–3) followed by the Interpretation and Discussion section (M = 3.2 of 4, SD = 0.6, range = 2–4), the Sample Selection and the Results section (both M = 2.1 of 3, SD = 0.6, range = 1–3), the Response Rate section, (M = 1.8 of 3, SD = 0.7, range 0–3), and the Background section (M = 2.4 of 4,
SD = 0.5, range = 2–3). The Research Tool (M = 0.8 of 3, SD = 0.6, range = 0–2) and Ethics and Disclosure (M = 0.4 of 3, SD = 0.5, range = 0–1) sections had the fewest criteria met.

The most commonly reported items across sections were: the method of questionnaire administration, background literature review, results of survey research, and interpretation and discussion of findings (N surveys meeting criteria = 9, 100%). None of the included studies described the procedure through which informed consent was obtained. In addition, no studies investigated the test-retest reliability or face validity of the survey that was administered, although one study did describe a pilot phase to ensure that all questions were relevant and clear in their phrasing (Hawley et al., 2010). The most complete survey satisfied 18 (69.2%) of the reporting quality markers (Viljoen et al., 2010).

**Characteristics of Survey Administration**

Eight characteristics concerning surveying administration were extracted from each of the included studies (Table 5). The number of professional disciplines sampled by each study varied from one to five, with psychologists being the most common profession (N = 5; 62.5%). Web-based questionnaires were administered in three (33.3%) studies, with the remaining six (66.6%) studies using a paper-and-pencil format. An average of 1.8 sources (SD = 1.3; range = 1–5)—most commonly online directories or ListServs of professional organizations—were used by researchers to disseminate surveys. An average of 1.6 reminders (SD = 0.5; range = 1–2) were sent to respondents to encourage participation. Only three (33.3%) of the included studies measured perceived usefulness of risk assessment tools (Hawley et al., 2010; Khiroya et al., 2009; Viljoen et al., 2010), and only one (12.5%) surveyed the frequency of risk assessment tool use in risk management (Bengtston & Pedersen, 2008). None of the studies reported whether they offered incentives to participants or not, or ratings of the perceived utility of risk assessment tools for risk management or risk monitoring.
Characteristics of Survey Findings

Ten characteristics concerning the participants who completed the surveys and their responses were extracted. The average number of respondents was 104 (SD = 93, range = 10–300). The average response rate was 55.8% (SD = 13.8%, range = 35–83%). Seven of the nine surveys targeted specific countries, most commonly the United Kingdom (N = 3; 33.3%) and the United States (N = 2; 22.2%). Although the gender composition and average age of samples were only reported in four surveys, there was a trend towards middle-aged men comprising the majority of respondents. None of the surveys reported the average number of risk assessments conducted by respondents over their lifetime; however, one study reported a median of 55 risk assessments using structured tools conducted in the previous 12 months (Green et al., 2010). The Psychopathy Checklist-Revised (PCL-R; Hare, 2003) and its screening version (PCL:SV; Hart, Cox, & Hare, 1995) and the HCR-20 were the most commonly used tools when frequency of tool use was described.

Descriptions of Surveys

Archer et al. (2006)

Archer and colleagues used a Web-based survey to explore which psychological tests are used in forensic evaluations by 152 doctoral-level members of the American Psychology-Law Society and diplomates of the American Board of Forensic Psychology. The survey explored the use of 10 categories of instruments: measures of psychopathy and risk assessment, sexual offender scales, clinical scales, child-related forensic instruments, malingering tests, measures of competency and insanity, multiscale personality inventories, unstructured personality tests, neuropsychological assessment, and cognitive/school achievement tools. In addition to whether they used each category of instrument, respondents also indicated how often they used each instrument. The researchers found that the most commonly and frequently used risk assessment tools for evaluating violence were the PCL-R,
the HCR-20, and the VRAG. The authors concluded that the use of specialized instruments such as the HCR-20 and the VRAG had increased compared to previous surveys conducted within the field of violence risk assessment.

*Bengtson & Pedersen (2008)*

Bengtson and Pedersen conducted a survey of 41 psychologists and psychiatrists working in Danish forensic psychiatric units to examine the use of violence risk assessment tools in mental health evaluations. Respondents were found to be most familiar with the PCL-R, PCL:SV, HCR-20, SVR-20, and VRAG, whereas the PCL-R, and PCL:SV were the most commonly used instruments specifically for violence risk assessment. The most commonly reported reason for using risk assessment instruments was the desire for evidence-based practice, and the most commonly reported reasons for not using them were insufficient training and the preference for unstructured clinical judgment. Amongst those clinicians who reported using a risk assessment instrument, an average of 3.8 instruments (SD = 2.6, range = 2–8) were used in this process over the course of their careers.

*Green et al. (2010)*

Green and colleagues surveyed the use of the HCR-20 by community forensic mental health services in Australia. Clinical teams within these units included psychologists, psychiatrists, nurses, social workers, and registrars. They sent a mail questionnaire to all 12 such units in Australia to obtain comparative data on the use of the HCR-20. The researchers found that approximately 50 HCR-20 assessments had been completed by each team over the past 12 months. There was considerable variation across services in the number of assessments performed, the amount of time allocated for gathering information and report writing, and the type of training offered in administering the tool. The researchers concluded that SPJ instruments such as the HCR-20 are time-consuming in terms of administration and
interpretation and that training is highly important to ensure time-effectiveness, reliability, and rating consistency when implementing such measures.

**Hawley et al. (2010)**

Hawley and colleagues conducted a survey of 300 practitioners (self-classified as doctors, nurses, or other health professionals) working in the Hertfordshire National Health Service Trust in the United Kingdom. The practitioners were asked to describe the amount of time taken to complete the locally-agreed risk assessment proforma (RAP; a standardized form) and their attitudes about the usefulness of such structured measures. The researchers found that the time allocated to complete RAPs is under 2% of the average working day, but there was considerable variability in estimates. Three-fourths of respondents reported that RAPs were useful in at least half of cases for which they were completed. The survey found that doctors allocated less time to completing RAPs and viewed them as less useful than nurses. However, differences in specific instrument use and perceived usefulness across disciplines were not examined.

**Higgins et al. (2005)**

Higgins and colleagues conducted a survey of consultants working in 66 randomly selected mental health trusts across England to establish current violence risk assessment practices in general adult psychiatry. The researchers developed a brief semi-structured questionnaire to explore whether structured or unstructured methods were used in each trust. They also requested copies of each trust’s risk assessment protocols, when available. The researchers found that the majority of the sampled trusts had developed their own standardized risk assessment protocols rather than adopting available validated schemes. Approximately half of the trusts offered routine training in the use of their self-developed protocols, although attendance at these trainings was not as high as expected. A content analysis of the protocols sent to the researchers revealed wide variation in included risk
factors as well as a lack of standardization in how final scores were interpreted or categorical estimates assigned. Approximately half of the forms incorporated a plan for managing identified risk.

Khiroya et al. (2009)

Khiroya and colleagues conducted a survey of the clinical service directors at 47 adult medium secure forensic units across the United Kingdom to explore the use of violence risk assessment instruments. Respondents reported that a variety of violence risk assessment tools had been implemented and that most units routinely used more than one. The most commonly used instruments were the PCL-R and the HCR-20. The researchers conducted unstructured follow-up interviews with a subset of respondents to ask about perceived tool utility. Respondents reported using structured risk assessment instruments as part of a wider battery of structured assessment tools. The most frequently offered reasons for adopting a specific instrument were research evidence and encouragement by local trusts. The Short-Term Assessment of Risk and Treatability (START; Webster, Martin, Brink, Nicholls, & Desmarais, 2009) was rarely used, with only one unit reporting using it frequently, but the instrument was judged to be the most useful according to interviewed directors. For measuring perceived utility, a global usefulness rating was used, unrelated to any specific task (i.e., risk assessment, risk management, or risk monitoring).

Lally (2003)

Lally surveyed the general acceptability of structured assessment instruments in forensic evaluations as rated by 64 psychologists who were diplomates of the American Board of Forensic Psychology. In the United States, such acceptability is a criterion to establish whether expert court testimony aided by an instrument is scientifically valid under different legal standards, such as Daubert (Daubert v. Merrell Dow Pharmaceuticals, Inc., 1993) or Frye (Frye vs. United States, 1923). Thus, respondents were asked to rate the
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acceptability of the instruments used to address six categories of psycholegal issues: violence risk, sexual violence risk, mental state at the time of the offense, competency to stand trial, competency to waive Miranda rights, and malingering. The researchers found that the PCL-R, the Minnesota Multiphasic Personality Inventory-2 (MMPI-2; Butcher, Dahlstrom, Graham, Tellegen, Kraemmer, 1989), and the PCL:SV were the three instruments perceived to be most acceptable in the violence risk assessment process. They also concluded that although an instrument may be recommended by a majority of forensic psychologists, this alone does not mean that it is commonly used in practice. For example, respondents rarely endorsed as recommended a number of instruments commonly used for assessing violence risk, such as the PCL: SV.

Tolman & Mullendore (2003)

Tolman and Mullendore conducted a postal mail questionnaire with a group of clinical psychologists and a group of forensic psychologists in order to compare their violence risk assessment practices. The first group consisted of 200 randomly selected psychologists licensed to practice in the state of Michigan, and the second was composed of 182 diplomates of the American Board of Forensic Psychology. The researchers found the most commonly used instruments in the risk assessment process by clinical psychologists were the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV; American Psychiatric Association, 1994), the MMPI-2, and the Rorschach Inkblot Method (Exner et al., 2008), whereas the top three most commonly used instruments by forensic psychologists were the MMPI-2, the DSM-IV and the PCL-R. The researchers argued that board-certified forensic psychologists are more capable of providing a relevant and empirically-based foundation to assist triers of fact in making important risk-related decisions, as they are better able to educate legal professionals on the intended use and findings of specialized risk assessment tools.

Viljoen et al. (2010)
Viljoen and colleagues conducted a Web-based survey of 130 psychologists with various training backgrounds (mostly clinical or counselling psychology) to examine the use of violence risk assessment tools in forensic evaluations of juveniles and adults. The survey was disseminated to the members of five organizations: American Board of Forensic Psychology, American Psychology-Law Society, the International Association of Forensic Mental Health Services, the Criminal Justice Section of the Canadian Psychological Association, and the American College of Forensic Psychology. The researchers found that clinical psychologists were more likely to use a structured instrument in adult violence risk assessment than with juveniles. In adult violence risk assessments, the most commonly used tools were the Psychopathy Checklist measures (PCL-R and PCL:SV), the HCR-20, and the MMPI-2. In juvenile violence risk assessments, the most commonly used tools were the Wechsler Intelligence Scales (WAIS-III; Wechsler, 1997; WASI; Wechsler, 1999; WISC-IV; Wechsler, 2003), the MMPI-2, and the Structured Assessment of Violence Risk in Youth (SAVRY; Borum, Bartel, & Forth, 2003). When opinions on SPJ versus actuarial instruments were requested, the majority of clinicians reported both could be useful. However, this was a global rating of usefulness and not related to any specific task (i.e., risk assessment, risk management, or risk monitoring). The survey also included questions regarding perceived challenges when conducting risk assessment. The most commonly reported challenge was the difficulty in obtaining records and collateral information to properly conduct a risk assessment. Further, when comparing the practices of older and younger clinicians, younger clinicians were found to be more likely to use structured risk assessment tools when evaluating adults.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of professional disciplines sampled</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Incentives offered to respondents</td>
<td>RA</td>
<td>RA + RMan</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Queried use in RA, RMan, and/or RMon</td>
<td>RA</td>
<td>RA + RMan</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
<td>RA</td>
</tr>
<tr>
<td>Perceived usefulness measured</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Note. RA = risk assessment; RMan = risk management; RMon = risk monitoring; AP-LS = American Psychology-Law Society; ABFP = American Board of Forensic Psychology; CFMHS = Community Forensic Mental Health Services; MBP = Michigan Board of Psychology; IAFMHS = International Association of Forensic Mental Health Services; ACFP = American College of Forensic Psychology; CPA-CJS = Canadian Psychological Association – Criminal Justice Section.

1 Excluding mental handicap, tertiary services, and secure or forensic services (Hawley et al., 2010).
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of respondents</td>
<td>152</td>
<td>41</td>
<td>10</td>
<td>45</td>
<td>300</td>
<td>29</td>
<td>64</td>
<td>164</td>
<td>130</td>
</tr>
<tr>
<td>Response rate (%)</td>
<td>56%</td>
<td>48%</td>
<td>83%</td>
<td>68%</td>
<td>50%</td>
<td>62%</td>
<td>35%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>No. of countries surveyed</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Unstated/ Unclear</td>
<td>1</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
</tr>
<tr>
<td>Mean age of respondents (SD)</td>
<td>49.2 (12.0)</td>
<td>47.7 (10.4)</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>43 (Range = 23–62)</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>46.3 (12.1)</td>
<td>119 (59.8)</td>
</tr>
<tr>
<td>Men (N,% )</td>
<td>92 (60.5)</td>
<td>17 (42.5)</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>99 (33.0)</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
</tr>
<tr>
<td>Mean no. of RA over last 12 months (SD)</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
</tr>
<tr>
<td>Three most commonly used tools</td>
<td>1. PCL-R¹</td>
<td>1. PCL-R</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>1. PCL-R</td>
<td>Unstated/ Unclear</td>
<td>1. MMPI-2</td>
<td>1. PCL-R¹</td>
</tr>
<tr>
<td></td>
<td>2. HCR-20</td>
<td>2. PCL-SV</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>Unstated/ Unclear</td>
<td>2. HCR-20</td>
<td>2. DSM-IV</td>
<td>1. DSM-IV</td>
<td>2. HCR-20</td>
</tr>
</tbody>
</table>

*Note. N = number of respondents; M = mean; SD = standard deviation; RA = risk assessment; HCR-20 = Historical Clinical Risk – 20 (Webster, Douglas, Eaves, & Hart, 1997); VRAG = Violence Risk Appraisal Guide (Harris, Rice, & Quinsey, 1993); MMPI-2 = Minnesota Multiphasic Personality Inventory – 2 (Butcher et al., 1989); DSM-IV = Diagnostic and Statistical Manual for Mental Disorders (4th edition; APA, 1994). PCL-R = The Psychopathy Checklist- Revised (Hare, 2003); PCL-SV = The Psychopathy Checklist - Screening Version (Hart, Cox, & Hare, 1995).

¹ = Inclusive of PCL-SV.
² = Most frequently used by forensic psychologists, diplomats of ABFP.
2.1.5 Discussion

The goal of the present study was to conduct a systematic review of surveys of violence risk assessment tool use and their perceived utility in practice to investigate the transparency of survey methodology and the consistency of findings. We identified nine surveys published in peer-reviewed journals between January 1, 2000 and January 1, 2013. The surveys ranged in focus: from the use of specific risk assessment tools at the unit-level to use of any forensic assessment tools at the level of the individual practitioner. A standardized checklist for survey research was used to assess the reporting quality of each survey, and supplementary coding sheets developed to extract characteristics regarding survey administration and results relevant to violence risk assessment.

There were three main findings of the present review. First, only half of the information needed for a transparent description of survey methodology was reported. This makes it difficult to compare the quality of findings across surveys. For example, only one study offered a clear description of the pretesting process of their survey. This makes it difficult to compare and assess the quality of the research measures used. Second, analysis of survey characteristics revealed considerable variation in response rates, suggesting a need for a more standardized method of dissemination and questionnaire administration. Third, and arguably most importantly, it appears that there is considerable variation in the extent of risk assessment tool use across countries and professional disciplines, ranging from 19% (Bengston & Pedersen, 2008) to 82% (Lally, 2003). This is a promising start, but given consistent findings that structured assessments outperform unstructured clinical judgments (Hilton, Harris, & Rice, 2006), there is a continued need for knowledge dissemination and training in the use of assessment tools.

Implications
The findings of the systematic review may have important implications for both researchers and practitioners. Given our finding that there is a need for greater transparency in the violence risk assessment survey literature, we recommend that future research reports follow a standardized reporting guideline such as the checklist developed by Bennet and colleagues (2011) or the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) Statement (Eysenbach, 2004) and should endeavor to fulfill as many of the checklist criteria as possible to maximize transparency. A second important research implication emerges from the fact that there was a high variability in response rate between surveys (35% to 83%). This variability could be due to paper-and-pencil surveys disseminated via postal mail having higher response rates than Web-based surveys (Shih & Fan, 2009). To maximize response rates in future surveys, researchers are advised to use accepted “gold standard” approaches to survey design and dissemination, such as the Dillman Total Design Method (Dillman, Smyth, & Christian, 2009). The method consists of following specific steps in disseminating the questionnaire, from sending potential participants a cover letter which describes the purpose of the study, to specific patterns of follow-up. Regarding clinical implications, the findings across surveys suggest that practitioners and administrators interested in implementing widely-used and accepted risk assessment instruments may wish to consider SPJ tools such as the HCR-20 and actuarial tools such as the VRAG. Which approach to risk assessment is preferred is largely dependent upon the intended use of the tool, with SPJ instruments being more useful in the risk formulation and risk management process at the expense of introducing potential human judgment biases, whereas actuarial instruments are simpler to administer but rely upon probabilistic estimates of risk determined at the group rather than the individual-level (Hart & Cooke, 2013; Singh, 2013). Additional practical considerations include the fixed and variable costs associated with instruments (e.g., costs of manuals and coding sheets) and agency-specific needs and constraints.
Future Directions

Our review found that relatively few surveys have been published on the use of risk assessment tools in practice, despite the growing demand for reliable implementation of these instruments in forensic mental health practice. Hence, future research using qualitative and mixed-method approaches such as surveying is warranted. Large, cross-jurisdictional surveys that target multiple professional disciplines are particularly needed. We found no studies surveying the average number of risk assessments conducted using structured tools by respondents over their lifetime, whether they offered incentives to participants or not, or the perceived utility of risk assessment tools for risk management or risk monitoring. Future research may wish to develop surveys targeting these gaps in the current knowledge about practitioners’ opinions on risk assessment tool use. In addition, future surveys may wish to focus on differences in the perceived utility of instruments for risk assessment, management, and monitoring. Also, the role of clinical judgement in the administration and interpretation of actuarial tools should be examined.

Limitations

There were several limitations to the present review. First, we only included surveys of general violence risk assessment tools, meaning we excluded alternative areas of forensic risk assessment like sex offender and general recidivism risk assessment (e.g., Jackson & Hess, 2007; Taxman et al., 2007). Second, we did not focus on other aspects of practice relevant to risk assessment such as investigating the perceived importance of individual risk factors for violence (e.g., Elbogen et al., 2002) or examining case law on the role and relevance of the PCL-R in court settings (e.g., DeMatteo & Edens, 2006). Third, only English-based surveys conducted since the year 2000 were included, hence excluding studies written in other languages or published before this period (e.g., Lees-Haley, Smith, Williams, & Dunn, 1996). Fourth and finally, we
only included published studies, omitting unpublished surveys (e.g., Foellmi, Rosenfeld, Rotter, Greenspan, Khadivi, 2013).

Conclusion

A number of structured tools have been developed over the past several decades to assess risk for future violence and there now is a large body of literature investigating the predictive validity of such tools and controversies surrounding them (e.g., Hart & Cooke, 2013; Heilbrun, Douglas, & Yasuhara, 2009; Skeem & Monahan, 2011; Troquete, van den Brink, Beintema, Mulder, van Os, & Schoevers, 2013). Our review found that, relative to the large psychometric literature on risk assessment tools, few studies have been published surveying the use of risk assessment tools in practice. This despite the growing demand for reliable implementation of these instruments in forensic mental health practice. Similar to quantitative research in forensic risk assessment (cf. Singh, Desmarais, & Van Dorn, 2013), there is a continued need for high quality surveys into the use and perceived utility of violence risk assessment in practice.

2.2.1 Abstract

Mental health professionals are routinely called upon to assess the risk of violence presented by their patients. Prior surveys of risk assessment methods have been largely circumscribed to individual countries and have not compared the practices of different professional disciplines. Therefore, a Web-based survey was developed to examine methods of violence risk assessment across six continents, and to compare the perceived utility of these methods by psychologists, psychiatrists, and nurses. The survey was translated into nine languages and distributed to members of 59 national and international organizations. Surveys were completed by 2135 respondents from 44 countries. Respondents in all six continents reported using instruments to assess, manage, and monitor violence risk, with over half of risk assessments in the past 12 months conducted using such an instrument. Respondents in Asia and South America reported conducting fewer structured assessments, and psychologists reported using instruments more than psychiatrists or nurses. Feedback regarding outcomes was not common: respondents who conducted structured risk assessments reported receiving feedback on accuracy in under 40% of cases, and those who used instruments to develop management plans reported feedback on whether plans were implemented in under 50% of cases. When information on the latter was obtained, risk management plans were not implemented in over a third of cases. Results suggest that violence risk assessment is a global phenomenon, as is the use of instruments to assist in this task. Improved feedback following
risk assessments and the development of risk management plans could improve the efficacy of health services.

2.2.2 Introduction

In light of heightened media attention on the link between violence and mental illness, there has been an increased demand for accurate and reliable methods of assessing violence risk (Brown, 2013). This focus on prevention is not new, however. The World Health Organization named violence prevention as one of its priorities over a decade ago (WHO, 2002). Moreover, current clinical guidelines for psychologists (American Psychological Association, 2006), psychiatrists (American Psychiatric Association, 2004; National Institute for Health and Clinical Excellence, 2009), and nurses (Nursing and Midwifery Council, 2004) recommend the routine assessment of violence risk for patients diagnosed with major mental illnesses. In recent decades, numerous violence risk assessment instruments have been developed to aid in this task. These instruments combine known risk and protective factors for violence either mechanically (the “actuarial approach”) or based on clinical discretion (the “structured professional judgment”, or SPJ, approach). They have been widely implemented in mental health and criminal justice settings, where they are used by psychologists, psychiatrists, and nurses to inform medico-legal decisions including commitment, classification, service plan development, and release (Conroy & Murrie, 2007).

As there are a large number of risk assessment tools available, practitioners are faced with the challenge of selecting the instrument that they feel to be the best fit for their population and that will best guide treatment planning. Indeed, recent meta-analyses suggest that risk assessment instruments may discriminate between violent and non-violent individuals with comparable accuracy (Yang, Wong, & Coid, 2010), implying that it may not be possible to base tool choice solely on predictive validity. In light of such findings, experts have recommended a shift in focus during the tool selection process (Skeem & Monahan,
2011), concentrating on the assessment needs of the practitioner in terms of the purpose of the
evaluation, the population being assessed, and the outcome of interest (Singh, Grann, & Fazel,
2011). Thus, knowledge of which tools are currently being used in practice and which of them
colleagues working in similar settings believe to be most useful may be informative. Surveys
represent one approach to obtaining such information.

According to a search of PsycINFO, EMBASE, and MEDLINE, nine surveys have
been published between January 1, 2000 to January 1, 2013 investigating violence risk
assessment practices (Archer, Buffington-Vollum, Stredny, & Handel, 2006; Bengtson &
Pedersen, 2008; Green, Carroll, & Brett, 2010; Hawley, Gale, Sivakumaran, & Littlechild,
2010; Higgins, Watts, Bindman, Slade, & Thornicroft, 2005; Khiroya, Weaver, & Maden,
2009; Lally, 2003; Tolman & Mullendore, 2003; Viljoen, McLachlan, & Vincent, 2010). The
studies have provided evidence that risk assessment tools are commonly used in practice by
psychologists in the United States, the United Kingdom, Denmark, and Australia. Though the
quality of these surveys vary (Hurducas, Singh, de Ruiter, & Petrila, in this issue), they have
consistently found that actuarial instruments and personality scales are used more commonly
in the violence risk assessment process than SPJ instruments.

These surveys have advanced our understanding of the use of violence risk assessment
tools, but also share important limitations. First, no surveys have been published comparing
what instruments are used in routine practice on different continents. Second, previous
surveys have not compared patterns of tool use and perceived utility across professional
disciplines. Third, previous surveys have not attempted to disentangle risk assessment,
management, and monitoring practices. Consequently, many questions remain regarding the
application of risk assessment tools in practice. Specifically, what instruments are currently
being used, how frequently, in what context, by whom, and where? The answers to such
questions may help guide individual clinicians working with mental health and criminal
justice populations to identify and implement the risk assessment tools with the greatest acceptability, efficacy, and fidelity (Andrews & Bonta, 2010). Hence, the present study aimed to investigate violence risk assessment practices in psychologists, psychiatrists, and nurses on six continents using a multilingual Web-based survey.

2.2.3 Methods

Respondents

Mental health professionals were eligible to participate if they were between the ages of 18 to 65 years and had assessed the violence risk of at least one adult in their lifetime (N = 2135). Respondents included psychologists (n = 889, 41.6%), psychiatrists (n = 368, 17.2%), nurses (n = 622, 29.1%), and other professionals (n = 256, 12.0%) in 44 countries (Figure 2). The majority of respondents were from Europe (n = 1062, 49.7%) followed by North America (n = 444, 20.8%), Australasia (n = 112, 5.3%), Asia (n = 60, 2.8%), South America (n = 57, 2.7%), and Africa (n = 4, 0.2%). Demographic and clinical characteristics by professional discipline and continent are provided in Table 7 and Table 8, respectively, and for the overall sample in Appendix 1.

Survey

The survey included closed-ended questions developed through a review of the violence risk literature and drawn from previous surveys of clinicians concerning forensic assessment practices. Questions were organized into three blocks: (1) demographic and clinical characteristics, (2) prevalence and frequency of risk assessment instrument use, and (3) use and perceived utility of instruments in risk assessment, management, and monitoring. In the first block, respondents were asked about their demographic backgrounds and clinical activities over the past 12 months. Specifically, respondents were asked to approximate the total number of violence risk assessments conducted over their lifetime as well as in the past 12 months, estimating the percentage of those assessments conducted with the aid of an
Respondents also reported how often they received feedback concerning the accuracy of their risk assessments, as well as how often they learned whether the risk management plans they developed were implemented. In the second block, respondents reported the prevalence and frequency with which they used specific instruments in the risk assessment process over the past 12 months. (A list of instruments was constructed using recent reviews of the risk assessment literature, and respondents could identify up to three additional measures.) Frequency of use was rated on a 6-point Likert-type scale (0 Almost never; 5 Always). In the third block, respondents reported the tasks for which they used the specific tools identified in the second block (i.e., to inform judgments of violence risk, to develop violence risk management plans, and/or to monitor such plans). Perceived utility of instruments in the identified task(s) was rated on a 7-point Likert-type scale (0 = Very useless; 6 = Very useful).
Procedure

The study was conducted in four phases between January to December 2012: (1) material development, (2) translation, (3) distribution, and (4) data analysis. The institutional review board at the University of South Florida approved all study procedures and waived the need for written informed consent (IRB Approval Number: Pro00007104).
In Phase 1 (January 2012–February 2012), the Web-based survey was constructed using Qualtrics electronic survey software (www.Qualtrics.com). The list of survey questions were compiled in English and piloted by members of the Florida Mental Health Institute as well as 16 international experts representing the countries of Argentina, Australia and New Zealand, Belgium, Canada, Chile, Denmark, Germany, Hong Kong, Mexico, The Netherlands, Portugal, Spain, Sweden, Switzerland, and the United Kingdom. These collaborators provided feedback that was used to make further refinements prior to translation and distribution.

In Phase 2 (March 2012–August 2012), the survey and participation letter were professionally translated from English into eight additional languages: Danish, Dutch, French, German, Portuguese, Spanish (Latin American), Spanish (European), and Swedish.

### Table 8: Demographic and Clinical Characteristics of Survey Respondents by Professional Discipline

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Psychology (n = 889)</th>
<th>Psychiatry (n = 368)</th>
<th>Nursing (n = 622)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n = 889)</td>
<td>(n = 368)</td>
<td>(n = 622)</td>
</tr>
<tr>
<td>Demographic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (n, %)</td>
<td>321 (36.11)</td>
<td>208 (56.52)</td>
<td>225 (36.17)</td>
</tr>
<tr>
<td>Age in years (M, SD)</td>
<td>41.70 (11.32)</td>
<td>46.96 (10.30)</td>
<td>46.00 (9.94)</td>
</tr>
<tr>
<td>Years in practice (M, SD)</td>
<td>13.20 (9.78)</td>
<td>16.83 (9.72)</td>
<td>20.28 (11.30)</td>
</tr>
<tr>
<td>Clinical setting over past 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General hospital (M, SD)</td>
<td>3.03 (14.65)</td>
<td>10.50 (23.42)</td>
<td>13.57 (31.16)</td>
</tr>
<tr>
<td>Private practice (M, SD)</td>
<td>19.60 (33.94)</td>
<td>16.35 (59.52)</td>
<td>6.32 (21.84)</td>
</tr>
<tr>
<td>Non-forensic psych hospital (M, SD)</td>
<td>5.47 (19.63)</td>
<td>22.65 (34.25)</td>
<td>21.10 (36.95)</td>
</tr>
<tr>
<td>Forensic psych hospital (M, SD)</td>
<td>6.17 (21.06)</td>
<td>13.94 (28.03)</td>
<td>20.93 (36.69)</td>
</tr>
<tr>
<td>Forensic psych clinic (M, SD)</td>
<td>17.94 (35.18)</td>
<td>20.03 (34.20)</td>
<td>18.22 (36.18)</td>
</tr>
<tr>
<td>Forensic psych clinic (M, SD)</td>
<td>9.10 (24.72)</td>
<td>7.01 (18.96)</td>
<td>4.70 (18.45)</td>
</tr>
<tr>
<td>Correctional institute (M, SD)</td>
<td>23.64 (38.62)</td>
<td>4.96 (14.78)</td>
<td>2.46 (13.30)</td>
</tr>
<tr>
<td>Other (M, SD)</td>
<td>3.22 (14.70)</td>
<td>0.87 (6.32)</td>
<td>0.67 (5.02)</td>
</tr>
<tr>
<td>Professional responsibilities over past 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice (M, SD)</td>
<td>51.22 (26.83)</td>
<td>61.76 (22.23)</td>
<td>45.66 (29.39)</td>
</tr>
<tr>
<td>Administrative duties (M, SD)</td>
<td>19.82 (16.14)</td>
<td>17.49 (17.13)</td>
<td>27.33 (19.90)</td>
</tr>
<tr>
<td>Teaching or supervision (M, SD)</td>
<td>13.90 (15.08)</td>
<td>11.06 (8.84)</td>
<td>13.07 (12.28)</td>
</tr>
<tr>
<td>Research (M, SD)</td>
<td>8.87 (15.90)</td>
<td>6.01 (9.75)</td>
<td>4.28 (10.54)</td>
</tr>
<tr>
<td>Other (M, SD)</td>
<td>6.20 (16.38)</td>
<td>3.66 (12.39)</td>
<td>9.45 (21.12)</td>
</tr>
<tr>
<td>Risk assessment history</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RA over lifetime (M, SD)</td>
<td>207.90 (690.72)</td>
<td>624.37 (1791.65)</td>
<td>650.05 (2401.35)</td>
</tr>
<tr>
<td>RA with SRAI over lifetime (M, SD)</td>
<td>67.35 (36.61)</td>
<td>36.49 (35.31)</td>
<td>48.88 (37.56)</td>
</tr>
<tr>
<td>RA over past 12 months (M, SD)</td>
<td>21.99 (52.77)</td>
<td>45.62 (95.22)</td>
<td>47.75 (119.58)</td>
</tr>
<tr>
<td>RA with SRAI in past 12 months (M, SD)</td>
<td>72.62 (37.56)</td>
<td>43.84 (60.65)</td>
<td>48.35 (42.26)</td>
</tr>
<tr>
<td>Characteristics of examinees over past 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (M, SD)</td>
<td>84.33 (27.99)</td>
<td>76.76 (27.89)</td>
<td>65.64 (31.75)</td>
</tr>
<tr>
<td>Psychotic disorder (M, SD)</td>
<td>20.56 (29.46)</td>
<td>45.83 (30.92)</td>
<td>38.07 (32.13)</td>
</tr>
<tr>
<td>Mood disorder (M, SD)</td>
<td>14.92 (22.37)</td>
<td>13.84 (20.14)</td>
<td>17.15 (22.14)</td>
</tr>
<tr>
<td>Anxiety disorder (M, SD)</td>
<td>8.67 (17.51)</td>
<td>5.73 (14.71)</td>
<td>9.87 (18.21)</td>
</tr>
<tr>
<td>Self disorder (M, SD)</td>
<td>32.48 (32.80)</td>
<td>33.81 (31.70)</td>
<td>23.67 (38.64)</td>
</tr>
<tr>
<td>Personal disorder (M, SD)</td>
<td>45.03 (33.31)</td>
<td>35.53 (30.60)</td>
<td>29.09 (28.89)</td>
</tr>
<tr>
<td>Other disorder (M, SD)</td>
<td>12.31 (25.15)</td>
<td>7.82 (19.52)</td>
<td>28.28 (20.09)</td>
</tr>
</tbody>
</table>

*Note. n = number of respondents; M = mean; SD = standard deviation; Psych = psychiatric; SU = substance use; SRAI = structured risk assessment instrument.

*Excluding respondents who self-identified as being members of other professional disciplines (n = 256).
Translation services were provided by Software and Documentation Localization International (www.SDL.com). Translated materials were then sent to the international collaborators for back-translation. Identified discrepancies were corrected by the first author.

In Phase 3 (September 2012–November 2012), participation letters were distributed electronically via ListServs, membership directories, or bulletins of 59 national and international professional organizations (see Appendix 2 for a full list). The letters were distributed by each expert collaborator in their resident country’s native language. Where available, the membership of at least three national organizations was targeted: (1) a national organization of psychologists (e.g., American Psychology-Law Society), (2) a national organization of psychiatrists (e.g., American Academy of Psychiatry and the Law), and (3) a national organization of nurses (e.g., Forensic Psychiatric Nurses Council). Where available, organizations of forensic specialists were identified. The membership of international forensic mental health organizations (e.g., International Association of Forensic Mental Health) was also targeted.

To the extent possible, survey distribution followed the Dillman Total Design Survey Method (Dillman, Smyth, & Christian, 2009). Specifically, participation letters were sent via e-mail on a Friday and contained direct and active links to the survey. Two reminder e-mails were sent in seven day increments after the initial distribution to remind potential respondents about the study. A fourth e-mail was also sent indicating a final opportunity to participate. Respondents who completed the survey and volunteered their e-mail addresses were entered into a raffle for eight cash prizes, each valued at $50 USD. At the end of the data collection period, winners were randomly selected from the pool of respondents.

In Phase 4 (December 2012 to August 2013), respondent data was exported from Qualtrics to STATA/IC 10.1 and SPSS 17.01 for analysis. Descriptive and statistical analyses were conducted on the 12 most commonly used instruments in the violence risk assessment
process. However, over 200 commercially available instruments and a further 200 institutionally- or individually-developed instruments were reported as being used. Frequency distributions were examined and measures of central tendency and dispersion were calculated for all variables. Differences between continents (North American, South America, Europe, Asia, Australia)\(^1\) and professional disciplines (psychologists, psychiatrists, nurses)\(^2\) regarding the percentage of assessments conducted using an instrument and the regularity with which risk assessment and management feedback is given were explored via omnibus one-way ANOVAs. Statistical tests were two-tailed, and a Bonferroni-adjusted significance threshold of a \(\alpha = 0.004\) was used to address family-wise error due to multiple testing.

### 2.2.4 Results

**Demographic and Clinical Characteristics**

The sample was composed of 2135 mental health professionals, the majority women (\(n = 1288, 60.3\%\)). The average age of respondents was 43.9 years (\(SD = 11.0\)), with an average of 15.9 years (\(SD = 10.7\)) spent in practice. Approximately half of their time in the past 12 months was spent on clinical activities (\(M = 50.9\%, \ SD = 28.2\%\)), most often in forensic psychiatric hospitals (\(M = 17.5\%, \ SD = 34.6\%\)) followed by private practice (\(M = 15.0\%, \ SD = 30.5\%\)) and correctional institutions (\(M = 12.7\%, \ SD = 29.9\%\)). Additional professional responsibilities over the past 12 months included administrative duties (\(M = 22.0\%, \ SD = 18.7\%\)) and teaching (\(M = 13.2\%, \ SD = 14.9\%\)), with comparatively less time spent on research activities (\(M = 7.2\%, \ SD = 14.4\%\)).

---

\(^1\) Given the small sample size from Africa, it was excluded from continental analyses.

\(^2\) Professionals who did not self-report as being psychologists, psychiatrists, or nurses (e.g., social workers, counsellors, probation officer, law enforcement officer) were excluded from these analyses.
Respondents reported conducting an average of 435.5 (SD = 1706.0) violence risk assessments in their lifetime, over half of which (M = 54.3%, SD = 38.9%) were conducted using a structured instrument. They conducted an average of 34.5 (SD = 86.9) violence risk assessments over the past 12 months, again over half of which (M = 58.3%, SD = 41.9%) were conducted using an instrument. Taking into consideration time spent conducting interviews, obtaining and reviewing records, and writing reports, structured violence risk
assessments over the past 12 months took an average of 7.8 hours (SD = 7.9) to conduct, whereas unstructured assessments took an average of 2.8 hours (SD = 2.7).³

Of those respondents who used instruments over the past 12 months, the majority used them for the purposes of risk assessment (n = 1134 of 1266 respondents who specified the purpose of their instrument use, 89.6%) followed by developing risk management plans (n = 869, 68.6%) and monitoring those plans (n = 499, 39.4%). Respondents who used instruments to structure their violence risk assessments reported receiving feedback on the accuracy of their assessments in an average of 36.5% (SD = 34.7%) of cases. Those who used instruments to develop risk management plans were made aware of whether those plans had been

³Findings concerning specific professional disciplines and continents are available upon request.

### Table 10: Risk Assessment Instrument Prevalence and Frequency of Use Over the Past 12 Months by Professional Discipline

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Psychology (n = 737)</th>
<th>Psychiatry (n = 255)</th>
<th>Nursing (n = 345)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Users (n, %)</td>
<td>Frequency of Use (M, SD)</td>
<td>Number of Users (n, %)</td>
</tr>
<tr>
<td>COVR</td>
<td>18 (2.44)</td>
<td>3.06 (1.28)</td>
<td>10 (5.92)</td>
</tr>
<tr>
<td>POTRES</td>
<td>(3.66)</td>
<td>(1.88)</td>
<td>(6.27)</td>
</tr>
<tr>
<td>HCR-20</td>
<td>379 (5.42)</td>
<td>4.64 (1.47)</td>
<td>141 (5.29)</td>
</tr>
<tr>
<td>HKT-30</td>
<td>46 (6.24)</td>
<td>4.21 (1.77)</td>
<td>2 (0.78)</td>
</tr>
<tr>
<td>LSI-R</td>
<td>54 (7.33)</td>
<td>4.01 (1.88)</td>
<td>7 (2.73)</td>
</tr>
<tr>
<td>PCL-R</td>
<td>363 (49.25)</td>
<td>3.90 (1.66)</td>
<td>95 (18.82)</td>
</tr>
<tr>
<td>PCL-SV</td>
<td>124 (1.60)</td>
<td>3.73 (1.88)</td>
<td>45 (17.65)</td>
</tr>
<tr>
<td>SAPROF</td>
<td>115 (15.60)</td>
<td>3.71 (1.63)</td>
<td>13 (15.10)</td>
</tr>
<tr>
<td>START</td>
<td>66 (8.96)</td>
<td>3.65 (1.70)</td>
<td>35 (17.33)</td>
</tr>
<tr>
<td>V-RISK-10</td>
<td>18 (2.34)</td>
<td>3.76 (1.33)</td>
<td>14 (5.49)</td>
</tr>
<tr>
<td>VRAG</td>
<td>122 (16.55)</td>
<td>3.85 (1.62)</td>
<td>34 (13.33)</td>
</tr>
<tr>
<td>VRS</td>
<td>44 (5.97)</td>
<td>3.83 (1.83)</td>
<td>13 (5.10)</td>
</tr>
</tbody>
</table>

Note. n = number of respondents; M = mean; SD = standard deviation; Users = number of respondents using instrument over past 12 months; Frequency = mean frequency of use rating over past 12 months; — = not applicable; COVR = Classification of Violence Risk (Monahan et al., 2005); POTRES = Forensic Psychiatric Occupational Therapy and Risk Evaluation System (Urbandt & Hare, 2007); HCR-20 = Historical, Clinical, Risk Management-20 (Webster et al., 1997); HKT-30 = Histoire, Klinische, Toekomstige-30 (Werkgroep Pilotstudie Risicotaxatie, 2002); LSI-R = Level of Service Inventory-Revised (Andrews & Bonta, 1995); PCL-R = Psychopathy Checklist-Revised (Hare, 2003); PCL-SV = Psychopathy Checklist: Screening Version (Hare et al., 1991); SAPROF = Structured Assessment of Protective Factors (de Vogel et al., 2007); START = Short-Term Assessment of Risk and Treatability (Webster et al., 2009); V-RISK-10 = Violence Risk Screening-10 (Harrig et al., 2007); VRAG = Violence Risk Appraisal Guide (Quinsey et al., 2006); VRS = Violence Risk Scale (Wong & Gordon, 2009). Frequency use was measured using a six-point Likert scale (0 = Almost never; 5 = Always).
implemented in an average of 44.6% (SD = 34.7%) of cases. Where such information was available, respondents reported that their proposed management plans were implemented in an average of 65.4% (SD = 27.5%) of cases.

**Comparisons by Geographic Location and Professional Discipline**

Analyses showed differences in the prevalence of instrument use as a function of geographic location and professional discipline. Compared to North America, Europe, and Australasia, respondents in Asia and South America reported completing a smaller proportion of risk assessments with the aid of an instrument both over the lifetime, \( F(4, 1706) = 11.06, p < .001, h^2 = 0.03, 95\% CI [0.02, 0.05] \), as well as over the past 12 months, \( F(4, 1682) = 16.09, p < .001, h^2 = 0.04, 95\% CI [0.02, 0.06] \). In terms of professional discipline, psychologists reported using instruments to structure their violence risk assessments more often than did psychiatrists or nurses both over their lifetime, \( F(2, 1876) = 105.85, p < .001, h^2 = 0.10, 95\% CI [0.07, 0.11] \) and in the past 12 months, \( F(2, 1503) = 82.35, p < .001, h^2 = 0.10, 95\% CI [0.07, 0.11] \). Nurses reported more often obtaining feedback on whether their risk management plans had been implemented, \( F(2, 770) = 10.04, p < .001, h^2 = 0.03, 95\% CI [0.01, 0.05] \), and that their risk management plans were implemented more often than psychologists or psychiatrists, \( F(2, 660) = 10.19, p < .001, h^2 = 0.03, 95\% CI [0.01, 0.06] \). Finally, psychologists reported taking significantly longer to conduct both unstructured violence risk assessments, \( F(2, 202) = 10.06, p < .001, h^2 = 0.09, 95\% CI [0.02, 0.12] \), and structured violence risk assessments, \( F(2, 896) = 57.33, p < .001, h^2 = 0.11, 95\% CI [0.10, 0.16] \). Specific Risk Assessment Instrument Use more than 200 different instruments were reported as being used in the violence risk assessment process, not including over 200 additional instruments developed for personal or institutional use only. In the present study, we describe the prevalence and perceived utility of those 12 instruments used most commonly
by respondents over the past year. Six of these were actuarial instruments and six were SPJ instruments.

The prevalence and frequency of risk assessment instrument use over the past 12 months is reported by professional discipline and continent in Tables 10 and 11, respectively, and for the overall sample in Appendix 3. Over both their lifetime and in the past 12 months, respondents reported that the instruments most commonly used in the violence risk assessment process were the Historical, Clinical, Risk Management-20 (HCR-20; \( n_{\text{Lifetime}} = 1032 \) of 2135 respondents, 48.34%; \( n_{\text{Year}} = 669 \) of 2135, 31.33%) (Webster, Douglas, Eaves, & Hart, 1997), Psychopathy Checklist-Revised (PCL-R; \( n_{\text{Lifetime}} = 836 \), 39.16%; \( n_{\text{Year}} = 513 \), 24.03%) (Hare, 2003), and Psychopathy Checklist: Screening Version (PCL:SV; \( n_{\text{Lifetime}} = 409 \), 19.16%; \( n_{\text{Year}} = 195 \), 9.13%) (Hart, Cox, & Hare, 1995). Those who used specific instruments were also asked how frequently they used them. Respondents who used the HCR-20 (\( M = 3.71 \), \( SD = 1.65 \)), PCL-R (\( M = 3.32 \), \( SD = 1.58 \)), and the Historische, Klinische, Toekomstige-30 (HKT-30; \( M = 3.16 \), \( SD = 1.73 \)) (Werkgroep Pilotstudie Risicotaxatie Forensische Psychiatrie, 2002) at some point in their lifetime reported using these most frequently. Over the past 12 months, the HCR-20 (\( M = 4.40 \), \( SD = 1.58 \)), HKT-30 (\( M = 4.33 \), \( SD = 1.71 \)), and the Forensisches Operationalisiertes Therapie-Risiko-Evaluations-System (FOTRES; \( M = 4.33 \), \( SD = 1.71 \)) (Urbanik, 2007) were the most frequently administered instruments by their users.

The HCR-20 was the instrument most commonly used for conducting violence risk assessments, developing risk management plans, and monitoring risk management plans (Table 11). Those who used SPJ instruments including the HCR-20, HKT-30, FOTRES, the Short-Term Assessment of Risk and Treatability (Webster, Martin, Brink, Nicholls, &

---

4 Consistent with previous surveys on forensic risk assessment, we did not assume that the use of instruments that incorporate the PCL-R as an item necessarily meant that the PCL-R was used. For example, the HCR-20 authors have found that the scheme performs better without the PCL-R (Guy, Douglas, & Hendry, 2010) and the VRAG manual allows for prorating should this information be missing (Quinsey et al., 2006).
Desmarais, 2009), and the Structured Assessment of PROtective Factors (de Vogel, de Ruiter, Bouman, & de Vries Robbee, 2007) rated these tools, on average, as being very useful for these tasks. Notably, the HKT-30 and FOTRES were virtually only used by professionals practicing in Europe.

Table 11: Instrument Use in Violence Risk Assessment, Management, and Monitoring Over the Past 12 Months

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Number of RA Users (n, %)</th>
<th>Usefulness in RA (M, SD)</th>
<th>Number of RMs Users (n, %)</th>
<th>Usefulness in RMs (M, SD)</th>
<th>Number of RM Mon Users (n, %)</th>
<th>Usefulness in RM Mon (M, SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVR</td>
<td>37 (3.79)</td>
<td>3.81</td>
<td>33 (3.18)</td>
<td>3.73</td>
<td>28 (2.87)</td>
<td>3.96</td>
</tr>
<tr>
<td>FOTRES</td>
<td>50 (5.12)</td>
<td>4.14</td>
<td>35 (3.59)</td>
<td>4.49</td>
<td>28 (2.87)</td>
<td>4.36</td>
</tr>
<tr>
<td>HCR-20</td>
<td>588 (6.25)</td>
<td>4.44</td>
<td>453 (6.61)</td>
<td>4.40</td>
<td>237 (2.42)</td>
<td>4.13</td>
</tr>
<tr>
<td>HKT-30</td>
<td>46 (4.71)</td>
<td>4.52</td>
<td>31 (3.18)</td>
<td>4.55</td>
<td>20 (1.95)</td>
<td>2.90</td>
</tr>
<tr>
<td>LSI-R</td>
<td>66 (5.76)</td>
<td>4.09</td>
<td>51 (3.05)</td>
<td>3.90</td>
<td>22 (2.05)</td>
<td>3.59</td>
</tr>
<tr>
<td>PCL-R</td>
<td>461 (47.23)</td>
<td>4.26</td>
<td>326 (5.25)</td>
<td>3.75</td>
<td>162 (16.60)</td>
<td>3.09</td>
</tr>
<tr>
<td>PCL-SV</td>
<td>164 (16.80)</td>
<td>4.05</td>
<td>137 (14.04)</td>
<td>3.61</td>
<td>73 (7.48)</td>
<td>3.12</td>
</tr>
<tr>
<td>SAPROF</td>
<td>127 (13.01)</td>
<td>4.19</td>
<td>100 (11.99)</td>
<td>4.32</td>
<td>52 (4.93)</td>
<td>4.02</td>
</tr>
<tr>
<td>START</td>
<td>132 (13.52)</td>
<td>4.19</td>
<td>117 (11.99)</td>
<td>4.32</td>
<td>92 (8.43)</td>
<td>4.26</td>
</tr>
<tr>
<td>V-RISK-10</td>
<td>34 (3.48)</td>
<td>3.88</td>
<td>29 (2.97)</td>
<td>3.97</td>
<td>18 (1.95)</td>
<td>4.11</td>
</tr>
<tr>
<td>VRAG</td>
<td>251 (25.47)</td>
<td>4.03</td>
<td>91 (9.94)</td>
<td>3.21</td>
<td>55 (5.64)</td>
<td>2.93</td>
</tr>
<tr>
<td>VRS</td>
<td>72 (7.38)</td>
<td>4.14</td>
<td>69 (7.07)</td>
<td>4.10</td>
<td>42 (4.3)</td>
<td>4.10</td>
</tr>
</tbody>
</table>

Note. n = number of respondents; RA = risk assessment; RMs = risk management; RM Mon = risk monitoring; M = mean; SD = standard deviation. COVR = Classification of Violence Risk (Montanarini et al., 2005); FOTRES = Forensisch Operationalisierter Therapie- und Risiko-Evaluations-System (Urbancik, 2007); HCR-20 = Historical, Clinical, Risk Management-20 (Webster et al., 1997); HKT-30 = Huisartsen, Klinische, Toekomstige-30 (Week- groep Pilootstudie Risicostatistiek, 2003); LSI-R = Level of Service Inventory-Revised (Andrews & Bonta, 1995); PCL-R = Psychopathy Checklist-Revised (Hare, 2003); PCL-SV = Psychopathy Checklist: Screening Version (Hart et al., 1995); SAPROF = Structured Assessment of Protective Factors (de Vogel et al., 2007); START = Short-Term Assessment of Risk and Ttreatability (Webster et al., 2009); V-RISK-10 = Violence Risk Screening-10 (Hartvig et al., 2007); VRAG = Violence Risk Appraisal Guide (Quinsey et al., 2006); VRS = Violence Risk Scale (Wong & Gordon, 2009). Perceived utility was measured using a 7-point Likert scale (0 = Very useless, 6 = Very useful).

Sensitivity Analysis

As a sensitivity analysis, univariate linear regression analyses were performed to investigate whether sex, age, or number of years in practice was associated with the percentage of risk assessments conducted using a structured instrument over respondents’ lifetime and in the past 12 months. Respondent sex was not found to be associated with instrument use. Younger respondents were found to have conducted a higher percentage of
their assessments using structured instruments over their lifetime, \( t(2115) = 7.22, p < .001, b = 0.04, 95\% \text{ CI} [0.03, 0.06] \), as well as in the past 12 months, \( t(1676) = 3.94, p < .001, b = 0.03, 95\% \text{ CI} [0.01, 0.04] \). Similarly, respondents earlier in their practice careers conducted a higher percentage of their assessments using structured instruments over their lifetime, \( t(2133) = 9.00, p < .001, b = 0.05, 95\% \text{ CI} [0.04, 0.06] \), as well as in the past 12 months, \( t(1687) = 5.74, p < .001, b = 0.04, 95\% \text{ CI} [0.02, 0.05] \).

2.2.5 Discussion

Despite the proliferation of violence risk assessment methods in mental health and criminal justice settings, research on what instruments are used in practice and their perceived utility is rare (Elbogen, Huss, Tomkins, & Scalora, 2005). Work comparing risk assessment procedures on different scarce, making it unclear whether clinicians working in different contexts should assume the generalizability of previous survey findings. Therefore, the present study aimed to survey the use and perceived utility of violence risk assessment methods in practice by 2135 psychologists, psychiatrists, and nurses on six continents. Respondents reported using over 400 instruments to assess, manage, and monitor violence risk, with over half of risk assessments in the past 12 months conducted using such an instrument. Due to the emphasis on assessment as part of their training and practice, the majority of respondents as well as the majority of tool users were psychologists.

The survey findings may have important implications for practice and research. First, the results identify which structured instruments are being used by mental health professionals to conduct violence risk assessments, to inform the development of risk management plans and to assist in their monitoring. The findings also speak to the perceived utility of instruments in these tasks. This information may assist practitioners’ selection of which risk assessment tools to implement. With the two leading approaches to structured risk assessment (actuarial and SPJ)
demonstrating similar popularity and with mechanical and clinically-based tools having similar reliability and accuracy (Fazel, Singh, Doll, & Grann, 2012), the focus of instrument selection should be on the goodness-of-fit between the population and setting in which a professional is working and those for which tools were designed. Additional practical considerations include administration time, cost, training needs, and personal preference for a tool’s approach to assessment (Desmarais & Singh, 2013). Given that the users of SPJ instruments rated them as very useful in the development and monitoring of risk management plans, assessors working in rehabilitation and recovery-focused settings may wish to consider adopting such tools (e.g., HCR-20, HKT-30, FOTRES, SAPROF, START). Instruments following this approach may be particularly useful internationally, as recent meta-analytic evidence suggests that probabilistic estimates of violence risk produced by actuarial risk assessment instruments may vary considerably depending on local factors (Singh, Fazel, Gueorguieva, & Buchanan, 2013, 2014). Findings also suggest that personality scales such as the Psychopathy Checklist measures continue to be used as part of the risk assessment process. Albeit such instruments may have an important role to play in developing responsive risk management plans, they have not been found to predict violence as accurately as tools explicitly designed for the purposes of violence risk assessment (Singh et al., 2011).

Second, findings suggest a need for increased communication about violence risk assessments. Respondents who used instruments to inform their assessments reported receiving any kind of feedback on their accuracy in only a third of cases (36.5%). However, social psychology research demonstrates that judgment accuracy increases when decision-makers receive feedback about their performance (Arkes, 1991). Therefore, violence risk assessors should be provided with follow-up information on their examinees whenever possible. This may be particularly helpful in the avoidance of false negative decisions, because individuals judged to be at higher risk will, in practice, be less likely to have access
to potential victims. We also found that respondents who used instruments to develop management plans frequently did not know whether their plans had been implemented (44.6%) and, amongst those who did, proposed plans were not implemented in over a third of cases (34.6%). The latter is of principal importance: what is the use of developing risk management plans if they are not implemented into practice? Risk assessments will not reduce violence unless their findings are communicated transparently and suggestions for risk management are executed (Heilbrun, Dvoskin, Hart, & McNiel, 1999). These findings require further research to clarify what feedback on risk assessments constituted and to what extent risk management plans were implemented. Which form of feedback (e.g., obtaining court records to view judges decisions, obtaining information from criminal registers, interviewing family members) is most effective in improving accuracy could be a promising area of future research.

Third, the results may inform the research agendas of several geographic regions. Fewer than half of risk assessments in South America and Asia over the past year were conducted with the use of a risk assessment tool, despite the large evidence base demonstrating the superiority of structured methods over unstructured clinical judgment. Though it may be that this continuing trend is due to cultural differences, it is also possible that more evidence of such superiority is needed using non-Western samples to be influential in practice. Additionally, despite an existent literature on the predictive validity of risk assessment tools in these regions (Folino, Marengo, Marchiano, & Ascazibar, 2004; Ho et al., 2013), the rarity of their use may also be due to a lack of familiarity with commercially available instruments or the unavailability of authorized translations (e.g., Telles, Day, Folino, & Taborda, 2009; Zhang, Chan, Cai, & Hu, 2012). Moving forward, clinical training programs in these areas may wish to incorporate modules on violence risk assessment tools, funding agencies may wish to issue grants to encourage the development of novel instruments...
in native languages or the authorized translations of available tools, and there needs to be increased discussion in the field about the strengths and limitations of the contemporary literature and best-practice recommendations in international settings.

**Limitations**

Limitations of the present study include coverage, sampling, and nonresponse errors characteristic of probability-based surveying methods (Couper, 2000), as well as both respondent- (e.g., lack of motivation, comprehension problems, reactivity) and software-related measurement error (e.g., technical difficulties). Specifically, a response rate was unable to be established for the present survey, impeding our ability to make a statement of the generalizability of our findings. Many of our respondents were members of more than one of the organizations that assisted in the dissemination process. Also, it is likely that some respondents heard about the survey through colleagues or friends, but may not necessarily have been members of the organizations sampled. These are limitations shared by previous Web-based surveys that have been disseminated using multiple ListServs (Archer et al., 2006; Viljoen et al., 2010). Future surveys should include as an item a list of the organizations through which they disseminated calls for participation. Respondents should be allowed to identify all those organizations of which they are members. Researchers can then request information from each organization as to its membership count for the date on which the calls for participation were made. This would allow statistical correction for overlap in organizational membership, and for the calculation of a response rate. It is also difficult to assess generalizability as information is not available regarding characteristics of nonrespondents, who may have differed systematically from respondents. For example, nonrespondents who employ violence risk assessment instruments may do so less often or have significantly poorer perceptions of their utility. Another issue of generalizability is evidence that men may be less likely than women to respond to surveys (Kwak & Radler,
Hence, the current study findings should be treated as tentative until replication attempts are made in future research.

**Conclusion**

The routine assessment of violence risk has become a global phenomenon, as has the use of instruments to assist in this task. Across continents, providing practitioners with feedback on the accuracy of their predictions and whether their management plans were implemented could improve the predictive validity of assessments as well as risk communication. Given the substantial evidence base supporting the benefits in reliability and validity of structured over unstructured assessment (Ægisdottir et al., 2006), the study of violence risk assessment methods in South America and Asia should be a public health research priority. And, as the prevalence of tool use grows in additional regions such as Africa (Roffey & Kaliski, 2012) and Eastern Europe (Jovanović et al., 2009), the importance of high-quality research into psychometric properties and fidelity in implementation will become ever more important.
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2.2.8 Appendix

Demographic and Clinical Characteristics of All Survey Respondents

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All respondents (n = 2135)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
</tr>
<tr>
<td>Men (n, %)</td>
<td>847 (39.67)</td>
</tr>
<tr>
<td>Age in years (M, SD)</td>
<td>43.93 (10.97)</td>
</tr>
<tr>
<td>Years in practice (M, SD)</td>
<td>15.91 (10.71)</td>
</tr>
<tr>
<td><strong>Clinical setting over past 12 months</strong></td>
<td></td>
</tr>
<tr>
<td>General hospital (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>8.66 (24.46)</td>
</tr>
<tr>
<td>Private practice (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>15.03 (30.46)</td>
</tr>
<tr>
<td>Non-forensic psych hospital (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>13.27 (29.62)</td>
</tr>
<tr>
<td>Non-forensic psych clinic (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>12.08 (28.59)</td>
</tr>
<tr>
<td>Forensic psych hospital (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>17.48 (34.59)</td>
</tr>
<tr>
<td>Forensic psych clinic (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>7.02 (21.35)</td>
</tr>
<tr>
<td>Correctional institute (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>12.68 (29.87)</td>
</tr>
<tr>
<td>Other (M&lt;sub&gt;n&lt;/sub&gt;, T&lt;sub&gt;mean&lt;/sub&gt;, SD)</td>
<td>2.58 (13.07)</td>
</tr>
<tr>
<td><strong>Professional responsibilities over past 12 months</strong></td>
<td></td>
</tr>
<tr>
<td>Practice (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>50.91 (28.23)</td>
</tr>
<tr>
<td>Administrative duties (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>21.95 (18.66)</td>
</tr>
<tr>
<td>Teaching or supervision (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>13.17 (14.86)</td>
</tr>
<tr>
<td>Research (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>7.18 (14.36)</td>
</tr>
<tr>
<td>Other (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>6.80 (17.79)</td>
</tr>
<tr>
<td><strong>Risk assessment history</strong></td>
<td></td>
</tr>
<tr>
<td>RA over lifetime (M, SD)</td>
<td>435.46 (1705.99)</td>
</tr>
<tr>
<td>RA with SRAI over lifetime (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>54.32 (38.93)</td>
</tr>
<tr>
<td>RA over past 12 months (M, SD)</td>
<td>34.53 (86.87)</td>
</tr>
<tr>
<td>RA with SRAI in past 12 months (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>58.25 (41.94)</td>
</tr>
<tr>
<td><strong>Characteristics of examinees over past 12 months</strong></td>
<td></td>
</tr>
<tr>
<td>Men (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>75.55 (31.87)</td>
</tr>
<tr>
<td>Psychotic disorder (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>32.20 (33.04)</td>
</tr>
<tr>
<td>Mood disorder (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>17.55 (23.54)</td>
</tr>
<tr>
<td>Anxiety disorder (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>10.22 (19.16)</td>
</tr>
<tr>
<td>SU disorder (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>31.14 (32.19)</td>
</tr>
<tr>
<td>Personality disorder (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>36.34 (32.26)</td>
</tr>
<tr>
<td>Other disorder (M&lt;sub&gt;n&lt;/sub&gt;, SD)</td>
<td>9.74 (22.27)</td>
</tr>
</tbody>
</table>

*Note: n = number of respondents; M = mean; SD = standard deviation; Psych = psychiatric; SU = substance use; SRAI = structured risk assessment instrument.*

International and Intrananational Organizations Involved in the Dissemination of Survey Materials

1. Red Iberoamericana de investigación y Docencia en Salud Mental Aplicada a lo Forense
2. Royal Australian and New Zealand College of Psychiatrists
3. Societe Royale de Medecine Mentale de Belgique
4. Canadian Psychological Association - Criminal Justice Psychology Section
5. Gendarmerie de Chile
6. Dansk Psykologforening. Hospitals-Sektionen
7. Bundesfachvereinigung Leitender Krankenpflegepersonen der Psychiatrie e.V., Netzwerk Forensik
8. Hong Kong College of Psychiatrists
9. Colegio Nacional de Enfermeras
10. Nederlands Instituut van Psychologen - Forensic Psycholo- ghy Section
11. Instituto Nacional de Medicina Legal
12. PSI-FORENSE ListServ
13. Swedish Medical Association
14. Schweizer Gesellschaft fur Forensische Psychiatrie
15. Royal College of Nursing
16. American Academy of Psychiatry and the Law
17. International Association for Forensic Mental Health Services
18. Maestría en Salud Mental aplicada a lo Forense, Departamento de Postgrado, Facultad de Ciencias Médicas, Universidad Nacional de La Plata
19. Australian Psychological Society
20. Belgian College of Neuropsychopharmacology and Bio- logical Psychiatry
21. Canadian Psychiatric Association
22. Dansk Retspsyskologisk Selskab
23. Berufsverband Deutscher Psychologinnen und Psychologen e.V. (BDP), Sektion Rechtspychologie
24. Hong Kong Psychological Society
25. Asociación Psiquiátrica Mexicana A.C.
26. Verpleegkundigen & Verzorgenden Nederland - Social Psychiatric Nurses Section
27. Guarda Nacional Republicana
28. Societat Catalana de Medicina Legal i Toxicologia Centre d’Estudis
29. Swedish Psychiatric Association
30. Schweizer Gesellschaft fur Rechtspychologie
31. Royal College of Psychiatrists
32. American Psychology-Law Society
33. American Institute for the Advancement of Forensic Studies
34. Australian College of Mental Health Nurses
35. Belgian Association for Psychological Sciences
36. Canadian Academy of Psychiatry and the Law
37. Psykologfagligt Forum, Øst
38. Deutsche Gesellschaft f€ur Psychologie (DGPs), Fachgruppe Rechtspychologie
39. Academy of Mental Health
40. Sociedad Mexicana de Psicología A.C.
41. Nederlandse Vereniging voor Psychiatrie
42. Direcção Geral dos Serviços Prisionais
43. Juridisi Formacio Especializada
44. Swedish Forensic Psychiatric Association
45. Schweizer Amt für Justiz
46. British Psychological Society
47. PSYLAWListServ
48. Association Francophone des Infirmiéres spécialisées en santé mentale et Psychiatrique
49. DanskPsykiatriskSelskab
50. Deutsche Gesellschaft für Psychiatrie, Psychotherapie und Nervenheilkunde (DGPPN), Referat Forensische Psychiatrie
51. Policía Judiciária
52. Swedish Psychologists’ Association
53. American Board of Forensic Psychology
54. Nationale Federatie van Belgische Verpleegkundigen  Fédération National des Infirmières de Belgique
55. Fagligt Selskab for Psykiatriske Sygeplejersker
56. Niedersächsisches Justizministerium, Abteilung Justizvollzug und Kriminologischer Dienst
57. American Academy of Forensic Psychology
58. American Psychiatric Nurses Association
59. Forensic Behavioral Services, Inc.

**Risk Assessment Instrument Prevalence and Frequency of Use Over the Past 12 Months by All Survey Respondents**

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Number of Users (n, %)</th>
<th>Frequency of Use (M, SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVR</td>
<td>63 (2.95)</td>
<td>3.23 (1.21)</td>
</tr>
<tr>
<td>FOTRES</td>
<td>60 (2.81)</td>
<td>4.33 (1.71)</td>
</tr>
<tr>
<td>HCR-20</td>
<td>669 (31.33)</td>
<td>4.40 (1.58)</td>
</tr>
<tr>
<td>HKT-30</td>
<td>52 (2.44)</td>
<td>4.35 (1.71)</td>
</tr>
<tr>
<td>LSI-R</td>
<td>77 (3.61)</td>
<td>3.95 (1.88)</td>
</tr>
<tr>
<td>PCL-R</td>
<td>513 (24.03)</td>
<td>3.77 (1.66)</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>195 (9.15)</td>
<td>3.56 (1.68)</td>
</tr>
<tr>
<td>SAPROF</td>
<td>144 (6.74)</td>
<td>3.66 (1.67)</td>
</tr>
<tr>
<td>START</td>
<td>160 (7.49)</td>
<td>3.50 (1.73)</td>
</tr>
<tr>
<td>V-RISK-10</td>
<td>54 (2.53)</td>
<td>3.29 (1.45)</td>
</tr>
<tr>
<td>VRAG</td>
<td>176 (8.24)</td>
<td>3.84 (1.57)</td>
</tr>
<tr>
<td>VRS</td>
<td>106 (4.96)</td>
<td>3.44 (1.68)</td>
</tr>
</tbody>
</table>

*Note.* n = number of respondents; M = mean; SD = standard deviation; Users = number of respondents using instrument over past 12 months; Frequency = mean frequency of use rating over past 12 months; — = not applicable; COVR = Classification of Violence Risk (Monahan et al., 2005); FOTRES = Forensisch Operationalisertes Therapie- und Risiko-Evaluations-System (Urbanio, 2007); HCR-20 = Historical, Clinical, Risk Management-20 (Webster et al., 1997); HKT-30 = Historische, Klinische, Toekomstige-30 (Werkgroep Pilotstudie Risicotaxatie, 2002); LSI-R = Level of Service Inventory-Revised (Andrews & Bonta, 1995); PCL-R = Psychopathy Checklist-Revised (Hare, 2003); PCL:SV = Psychopathy Checklist: Screening Version (Hare et al., 1995); SAPROF = Structured Assessment of Protective Factors (de Vogel et al., 2007); START = Short-Term Assessment of Risk and Treatability (Webster et al., 2009); V-RISK-10 = Violence Risk Screening-10 (Hartvig et al., 2007); VRAG = Violence Risk Appraisal Guide (Quinsey et al., 2006); VRS = Violence Risk Scale (Wong & Gordon, 2009). Frequency use was measured using a six-point Likert scale (0 = Almost never; 5 = Always).

2.3.1 Abstract

The objective of the present review was to examine how predictive validity is analyzed and reported in studies of instruments used to assess violence risk. We reviewed 47 predictive validity studies published between 1990 and 2011 of 25 instruments that were included in two recent systematic reviews. Although all studies reported receiver operating characteristic curve analyses and the area under the curve (AUC) performance indicator, this methodology was defined inconsistently and findings often were misinterpreted. In addition, there was between-study variation in benchmarks used to determine whether AUCs were small, moderate, or large in magnitude. Though virtually all of the included instruments were designed to produce categorical estimates of risk – through the use of either actuarial risk bins or structured professional judgments – only a minority of studies calculated performance indicators for these categorical estimates. In addition to AUCs, other performance indicators, such as correlation coefficients, were reported in 60% of studies, but were infrequently defined or interpreted. An investigation of sources of heterogeneity did not reveal significant variation in reporting practices as a function of risk assessment approach (actuarial vs. structured professional judgment), study authorship, geographic location, type of journal (general vs. specialized audience), sample size, or year of publication. Findings suggest a need for standardization of predictive validity reporting to improve comparison across studies and instruments.

2.3.2 Introduction

Numerous risk assessment instruments have been introduced in recent decades. Recommended by current clinical guidelines for mental health professionals (Buchanan,
Binder, Norko, & Swartz, 2012; Department of Health, 2007; Nursing and Midwifery Council, 2004), these instruments are designed to aid in the assessment of risk for antisocial behavior, most commonly general violence, sexual violence, and criminal offending. In addition to their use in psychiatric settings, risk assessment tools are increasingly required by courts and correctional agencies (Skeem & Monahan, 2011). As assessments completed using these instruments inform medical and legal decisions of direct relevance to treatment, individual liberty and public safety (Janus, 2004; Monahan, 2006; Tyrer et al., 2010), research investigating their predictive validity is of considerable importance. Consequently, there is an abundance of studies evaluating the predictive validity of more than 150 risk assessment instruments (Singh, Serper, Reinharth, & Fazel, 2011). However, little is known about how predictive validity is described and interpreted in the risk assessment literature, including the factors that influence analytic and reporting practices.

**Measuring Predictive Validity**

Performance indicators used in the risk assessment literature to measure predictive validity can generally be divided into three categories: (1) those that indicate the ability to accurately identify groups of individuals most likely to commit an antisocial act; (2) those that indicate the ability to accurately identify groups of individuals least likely to commit an antisocial act; and (3) those that indicate predictive abilities overall (Singh, Grann, & Fazel, 2011. Such distinctions are not inconsequential: the use of different methods to evaluate predictive validity can result in different findings and conclusions. Because predictive validity appears to be a crucial factor in the decision of which tool to use in practice (Bonta, 2002), the use of one performance indicator over another may influence adoption decisions. We review these three categories of performance indicators in greater detail below.

The first category of performance indicators measures whether assessments completed using a given instrument correctly identify groups of individuals who go on to commit an
antisocial act. Examples include the positive predictive value (PPV) and the number needed to detain (NND). These performance indicators typically are based on true positive and false positive information, though indices such as sensitivity also include false negative information (Altman & Bland, 1994). The second category of performance indicators measures whether assessments correctly identify groups of individuals who do not go on to commit an antisocial act. Examples include the negative predictive value (NPV) and the number safely discharged (NSD). These performance indicators typically are calculated using true negative and false negative information, though there are exceptions such as specificity, which includes false positive information (Altman & Bland, 1994). Acceptable false positive and false negative rates are context-specific (Smits, 2010); thus, benchmarks for interpreting these two categories of performance indicators have not been established in the risk assessment literature (Altman & Bland, 1994a, 1994b).

The third category of performance indicators provides global estimates of predictive validity by combining information on the frequency of true and false positives as well as true and false negatives (Glas, Lijmer, Prins, Bonsel, & Bossuyt, 2003). They are routinely reported with dispersion parameters such as standard errors or confidence intervals and either comparisons against chance estimates (p-values) or benchmarks to aid in interpretation (Ferguson, 2009; Rice & Harris, 2005). Examples of global performance indicators include the correlation coefficient (r; the strength and direction of the association between risk classification and antisocial outcome), the odds ratio (OR; the ratio of the odds of an antisocial act in the high-risk group compared with the odds of an antisocial act in the low risk group), the hazard ratio (HR; the ratio of hazards at a single time for those who engaged in an antisocial act and those who did not), and the area under the curve (AUC; the probability that a randomly selected individual who committed an antisocial act received a higher risk classification than a randomly selected individual who did not).
The present review will focus on the use and reporting of the AUC. Briefly, the AUC is derived from the receiver operating characteristic (ROC) curve, a plot of true and false positive rates across a risk assessment tool’s cut-off thresholds. The AUC has been recommended in the field of risk assessment to measure predictive validity due to its independence of cut-off thresholds and resistance to fluctuations in outcome base rates (Douglas, Otto, Desmarais, & Borum, 2012). However, use of the AUC as an indicator of predictive validity has also been criticized because it is difficult for non-specialists to understand (Munro, 2004), interpreted too optimistically (Sjöstedt & Grann, 2002), and unable to differentiate between instruments that produce assessments that accurately identify high- versus low-risk groups (Singh, Grann, & Fazel, 2011). Given these opposing viewpoints, the use and reporting of the AUC was of particular interest in this review.

**Potential Influences on Analytic and Reporting Practices**

A variety of factors may influence the statistical methodologies used and performance indicators reported in predictive validity studies, such as the assessment approach. There are two general approaches to structured risk assessment: actuarial and structured professional judgment (SPJ). In the prediction-focused actuarial approach, weighted scores are assigned to criminal history, sociodemographic, and/or clinical factors empirically associated with the likelihood of antisocial behavior. These weighted scores are used to classify individuals into risk bins that correspond to probabilistic estimates of future antisocial behavior (Quinsey, Harris, Rice, & Cormier, 2006). Rather than prediction per se, SPJ instruments are intended to inform the development of individualized and coherent risk formulations as well as comprehensive risk management plans (Hart & Logan, 2011). As part of this process, the instruments act as aide-mémoires, guiding assessors to estimate risk across one of three final risk judgments (low, moderate, or high) after reviewing empirically- and theoretically-based risk and/or protective factors (Douglas, Ogloff, & Hart, 2003; Webster, Nicholls, Martin,
Desmarais, & Brink, 2006). Recent meta-analytic evidence suggests that actuarial and SPJ tools produce assessments with comparable predictive validity (Fazel, Singh, Doll, & Grann, 2012; Guy, 2008). However, how the predictive validity of actuarial and SPJ assessments is analyzed and reported has yet to be investigated. Given actuarial and SPJ instruments’ divergent emphases on prediction versus prevention and risk management, respectively, it is possible that methodologies and performance indicators used to evaluate predictive validity differ as well.

Other factors that may influence predictive validity measurement practices include study authorship, geographic location, sample size, and date of publication. Just as predictive validity findings have been found to differ depending on whether an author of a risk assessment tool is also an author on a study investigating that tool (Blair, Marcus, & Boccaccini, 2008), analytic and reporting practices similarly may differ systematically as a function of authorship. Cross-cultural differences in researcher preferences or training additionally may be associated with use of certain methodologies and performance indicators, as may journal-specific requirements. Selection of a specific analytic approach may also be informed by consideration of statistical power, which is directly related to sample size. Finally, knowledge of different analytic approaches and acceptable reporting practices may have changed over time, making date of publication a potential source of variation.

**The Present Review**

A second-order systematic review was conducted of published studies of risk assessment tools to investigate predictive validity measurement practices over the past 20 years. Specific aims included: (1) to identify the analytic approaches and performance indicators most commonly used to measure predictive validity; (2) to examine variability in how analytic approaches and performance indicators are defined and their results interpreted;
and (3) to explore whether the uses of analytic approaches and performance indicators differ as a function of the potential moderating factors outlined above.

2.3.3 Methods

Study Selection

Studies in the present review included 50 published articles from two systematic reviews on the predictive validity of structured risk assessments (Singh, Grann, & Fazel, 2011; Singh, Serper, et al., 2011). These two reviews focused on the comparative predictive validity of assessments produced by available instruments and did not examine methodological reporting practices for evidence of consistency. Thus, there is no overlap in the analyses and findings reported in those reviews and the present one.

The two reviews were selected for the breadth of their coverage of both actuarial and SPJ instruments; the former included predominantly studies of actuarial instruments and the latter predominantly studies of SPJ instruments. Specifically, the first review included studies published between January 1995 and November 2008 of risk assessment tools identified via surveys of clinicians to be the most commonly used in practice for assessing the risk of general violence, sexual violence, or criminal offending (Singh, Grann, & Fazel, 2011). The second review included studies published between January 1990 and January 2011 of tools designed for use in assessing community violence risk in psychiatric patients (Skeem & Monahan, 2011). Searches conducted for both reviews used acronyms and full names of tools as keywords in the PsycINFO, EMBASE, MEDLINE, and US National Criminal Justice Reference Service Abstracts databases. Studies in all languages from any country were considered for inclusion, and additional articles for both reviews were identified through reference lists, annotated bibliographies, and discussion with researchers in the field. Twenty-five studies were randomly selected from each review with duplicates excluded using the “runiform” command in STATA/ IC 10.1 for Windows (StataCorp., 2007). Three (6.0%)
Table 12: Characteristics of the 25 risk assessment tools included in the review

<table>
<thead>
<tr>
<th>Type</th>
<th>Tool</th>
<th>Intended population</th>
<th>Intended outcome</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actuarial</td>
<td>COVR</td>
<td>Civil psychiatric patients</td>
<td>Violent</td>
<td>Monahan et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>GSIR</td>
<td>Adult offenders</td>
<td>Criminal</td>
<td>Nuffield (1982)</td>
</tr>
<tr>
<td></td>
<td>LSI-R</td>
<td>Adult offenders</td>
<td>Criminal</td>
<td>Andrews and Bonta (1995)</td>
</tr>
<tr>
<td></td>
<td>MnSOST-R</td>
<td>Sexual offenders</td>
<td>Sexual</td>
<td>Epperson et al. (1998)</td>
</tr>
<tr>
<td></td>
<td>PCL-R</td>
<td>Non-specific (Adult)</td>
<td>N/A*</td>
<td>Hare (2003)</td>
</tr>
<tr>
<td></td>
<td>PCL-SV</td>
<td>Non-specific (Adult)</td>
<td>N/A*</td>
<td>Hart et al. (1995)</td>
</tr>
<tr>
<td></td>
<td>PCL-YV</td>
<td>Juvenile offenders</td>
<td>N/A*</td>
<td>Forth, Kosson, and Hare (2003)</td>
</tr>
<tr>
<td></td>
<td>RRASOR</td>
<td>Sexual offenders</td>
<td>Sexual</td>
<td>Hanson (1997)</td>
</tr>
<tr>
<td></td>
<td>SORAG</td>
<td>Sexual offenders</td>
<td>Violent + sexual</td>
<td>Quinsey et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>Static-99</td>
<td>Sexual offenders</td>
<td>Violent + sexual</td>
<td>Harris, Phenix, Hanson, and Thornton (2003)</td>
</tr>
<tr>
<td></td>
<td>VORAS</td>
<td>Adult offenders</td>
<td>Violent</td>
<td>Howells et al. (1997)</td>
</tr>
<tr>
<td></td>
<td>VRAG</td>
<td>Forensic psychiatric patients</td>
<td>Violent</td>
<td>Quinsey et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>UK700</td>
<td>Civil psychiatric patients with psychosis</td>
<td>Violent</td>
<td>Wootton et al. (2008)</td>
</tr>
<tr>
<td>SPJ</td>
<td>HCR-20</td>
<td>Forensic psychiatric patients</td>
<td>Violent</td>
<td>Webster et al. (1997)</td>
</tr>
<tr>
<td></td>
<td>HKT-30</td>
<td>Forensic psychiatric patients</td>
<td>Violent</td>
<td>Werkgroep (2002)</td>
</tr>
<tr>
<td></td>
<td>SORM</td>
<td>Forensic psychiatric patients</td>
<td>Violent</td>
<td>Grann et al. (2000)</td>
</tr>
<tr>
<td></td>
<td>SARA</td>
<td>Spousal assaulters</td>
<td>Violent</td>
<td>Kropp et al. (1999)</td>
</tr>
<tr>
<td></td>
<td>SAVRY</td>
<td>Adolescent offenders</td>
<td>Violent</td>
<td>Borum et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>SVR-20</td>
<td>Sexual offenders</td>
<td>Violent + sexual</td>
<td>Boer et al. (1997)</td>
</tr>
<tr>
<td></td>
<td>V-RISK-10</td>
<td>Sexual offenders</td>
<td>Violent + sexual</td>
<td>Hartvig et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>VRS</td>
<td>Forensic psychiatric patients</td>
<td>Violent</td>
<td>Wong and Gordon (2009)</td>
</tr>
</tbody>
</table>

N/A, not applicable; Criminal, violent (including sexual) or non-violent; SPJ, structured professional judgment.  
*Not designed to predict antisocial behavior.
Research Articles

studies were excluded because they did not use ROC curve methodology, an a priori focus of the present review. References for studies included in the review are provided in the Appendix.

The final sample of 47 studies examined the predictive validity of assessments produced using 25 instruments: the Classification of Violence Risk (COVR; Monahan et al., 2005; \( N_{\text{studies}} = 4, 8.5\% \)), the General Statistical Information on Recidivism (GSIR; Nuffield, 1982; \( N = 1, 2.1\% \)), the Historical, Clinical, Risk Management-20 (HCR-20; Webster, Douglas, Eaves, & Hart, 1997; Webster, Eaves, Douglas, & Wintrup, 1995; \( N = 17, 36.2\% \)), the Historische, Klinische, Toekomstige-30 (HKT-30; Werkgroep Pilotstudie Risicotoxatie Forensische Psychiatrie, 2002; \( N = 2, 4.3\% \)), the Level of Service/Case Management Inventory (LS/CMI; Andrews, Bonta, & Wormith, 2004; \( N = 1, 2.1\% \)), the Level of Service Inventory-Revised (LSI-R; Andrews & Bonta, 1995; \( N = 2, 4.3\% \)), the Minnesota Sex Offender Screening Tool-Revised (MnSOST-R; Epperson et al., 1998; \( N = 1, 2.1\% \)), the Offender Group Reconviction Scale (OGRS; Copas & Marshall, 1998; \( N = 2, 4.3\% \)), the Psychopathy Checklist-Revised (PCL-R; Hare, 1991, 2003; \( N = 9, 19.1\% \)), the Psychopathy Checklist: Screening Version (PCL:SV; Hart, Cox, & Hare, 1995; \( N = 8, 17.0\% \)), the Psychopathy Checklist: Youth Version (PCL:YV; Forth, Kosson, & Hare, 2003; \( N = 2, 4.3\% \)), the Rapid Risk Assessment for Sexual Offense Recidivism (RRASOR; Hanson, 1997; \( N = 2, 4.3\% \)), the Risk Matrix 2000 (RM2000; Thornton et al., 2003; \( N = 1, 2.1\% \)), the Spousal Assault Risk Assessment (SARA; Kropp, Hart, Webster, & Eaves, 1994, 1995, 1999; \( N = 1, 2.1\% \)), the Structured Assessment of Violence Risk in Youth (SAVRY; Borum, Bartel, & Forth, 2002, 2003; \( N = 4, 8.5\% \)), the Sex Offender Risk Appraisal Guide (SORAG; Quinsey, Harris, Rice, & Cormier, 1998; Quinsey et al., 2006; \( N = 3, 6.4\% \)), the Structured Outcome Assessment and Community Risk Monitoring (SORM; Grann et al., 2000; \( N = 1, 2.1\% \)), the Static-99 (Harris, Phenix, Hanson & Thornton, 1999; Hanson & Thornton, 2003; \( N = 5, \))
10.6%), the Static-2002 (Hanson & Thornton, 2003; N=3, 6.4%), the Sexual Violence Risk-20 (SVR-20; Boer, Hart, Kropp, & Webster, 1997; N=2, 4.3%), the Violence Risk Appraisal Guide (VRAG; Quinsey et al., 1998, 2006; N = 14, 29.8%), the Violence Risk Screening-10 (V-RISK-10; Hartvig et al., 2007; N = 1, 2.1%), the Violence Risk Scale (VRS; Wong & Gordon, 2009; N=1, 2.1%), the Violent Offender Risk Assessment Scale (VORAS; Howells, Watt, Hall, & Baldwin, 1997; N = 1, 2.1%), and an actuarial instrument developed as part of the UK700 study to predict violence in individuals diagnosed with psychotic disorders (Wootton et al., 2008; N=1, 2.1%). Three of the instruments – namely, the PCL-R, PCL:SV, and PCL:YV – were developed as personality assessments, but are commonly used in clinical practice for the purposes of violence risk assessment (Archer, Buffington-Vollum, Stredny, & Handel, 2006; Khroya, Weaver, & Maden, 2009; Viljoen, McLachlan, & Vincent, 2010). Twenty-four (51.1%) studies investigated more than one tool. Descriptive characteristics of included instruments are provided in Table 1.

The aim of the present review was not to describe the predictive validity achieved using the included instruments but rather to examine how predictive validity has been measured in studies investigating them. Readers interested in a comparison of the predictive validity of assessments produced by a subset of these instruments should consult the original reviews.

Data Extraction

The first author extracted 37 study attributes and predictive validity reporting characteristics from the 47 included articles, with particular attention paid to descriptions and interpretations of ROC curve analysis and the AUC. As a measure of quality control, 10 (21.3%) studies were randomly selected and coded by a research assistant working independently of the authors. A high level of interrater agreement was established (k = 0.95; Landis & Koch, 1977); disagreements were settled by consensus.
Investigation of Heterogeneity

Chi-squared tests of differences in proportions (Altman, 1991) were used to investigate whether predictive validity measurement practices differed by the type of instrument under investigation (actuarial vs. SPJ), whether an author of the manual of an instrument under investigation was a study author, the geographic location in which the study was conducted (North America vs. Europe), the type of journal in which the article was published (general psychological or psychiatric audience vs. specialized audience), sample size ($< 164$ vs. $\geq 164$), and year of publication (before 2008 vs. 2008 and after). A significance level of $a = 0.05$ was adopted for these analyses, which were conducted using MedCalc 11.3.8.0 for Windows (MedCalc Software, 2010).

2.3.4 Results

Study Characteristics

Study characteristics extracted from the 47 independent risk assessment studies are presented in Table 13. The majority of studies ($N=43$, 91.5%) were published in English and in a journal aimed at a specialized audience within psychology or psychiatry ($N = 26$, 55.3%). None of the 28 journals in which articles were published required the use of a particular analytic method or reporting of a particular performance indicator when investigating predictive validity. None of the articles followed a standardized reporting protocol. The titles or abstracts of most studies specified that predictive validity was measured ($N = 44$, 93.6%). Thirty-six (76.6%) studies examined an actuarial tool and 27 (57.4%) an SPJ tool, with 16 (34.0%) investigating both actuarial and SPJ instruments. An author of the manual for an instrument was also an author of an article investigating that instrument’s predictive validity in 13 (27.7%) studies. Studies were conducted in 14 countries: the United Kingdom ($N=14$; 5

---

$^5$ Median values were used to dichotomize sample size and year of publication. With respect to the latter, readers should note that the median year of publication may have been affected by the sampling strategy; specifically, one of the reviews from which we drew articles only included studies published through November 2008.
29.8%), Canada (N=8, 17.0%), the Netherlands (N=5, 10.6%), Sweden (N=5, 10.6%), the United States (N=4, 8.5%), Austria (N=2, 4.3%), Germany (N=2, 4.3%), Argentina (N=1, 2.1%), Belgium (N=1, 2.1%), Denmark (N=1, 2.1%), Finland (N=1, 2.1%), Norway (N=1, 2.1%), Serbia (N=1, 2.1%), and Spain (N = 1, 2.1%). The median sample size was 164 (interquartile range, IQR = 96–356, range=40–2681). A Cochran–Armitage \( w^2 \) test of trend found that more predictive validity studies have been published in recent years, \( w^2(12, N = 47) = 13.43, p = 0.01. \)

**Predictive Validity Measurement Characteristics**

Details regarding the analytic approaches and performance indicators used to measure predictive validity are provided in Table 13. In addition to ROC curve analysis, 21 (44.7%) studies employed at least one further methodology to measure predictive validity: 13 (27.7%) employed correlational analyses, nine (19.1%) logistic regression analyses, and three (6.4%) Cox survival analyses. In addition to the AUC, at least one further performance indicator was reported in 29 (61.7%) studies. In these 29 articles, additional estimates were most commonly those that indicated a tool’s global predictive validity (i.e., the third category reviewed in the Introduction; N = 24, 82.8%) followed by those that indicated the ability to accurately identify groups of individuals most likely to commit an antisocial act (i.e., the first category; N = 10, 34.5%) and those that indicated the ability to accurately identify groups of individuals least likely to commit an antisocial act (i.e., the second category; N = 10, 34.5%). These additional performance indicators were defined in five (17.2%) and interpreted in eight (27.6%) of those studies in which they were reported.
Table 13: Reporting characteristics of studies investigating the predictive validity of 25 risk assessment tools

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Group</th>
<th>Actuarial N of 36 (%)</th>
<th>SPJ N of 27 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study information</td>
<td>Type of journal</td>
<td>General</td>
<td>14 (38.9)</td>
<td>13 (48.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Specific</td>
<td>22 (61.1)</td>
<td>14 (51.9)</td>
</tr>
<tr>
<td>Geographical location</td>
<td></td>
<td>Europe</td>
<td>26 (72.2)</td>
<td>22 (81.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>North America</td>
<td>9 (25.0)</td>
<td>4 (14.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>South America</td>
<td>1 (2.8)</td>
<td>1 (3.7)</td>
</tr>
<tr>
<td>Abstract claims</td>
<td>study is a predictive validity study</td>
<td>Yes (with AUC as evidence)</td>
<td>13 (36.1)</td>
<td>10 (37.0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes (without AUC as evidence)</td>
<td>20 (55.6)</td>
<td>16 (59.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>3 (8.3)</td>
<td>1 (3.7)</td>
</tr>
<tr>
<td>PI other than AUC reported</td>
<td>Yes</td>
<td>23 (63.9)</td>
<td>17 (63.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>13 (36.1)</td>
<td>10 (37.0)</td>
<td></td>
</tr>
<tr>
<td>ROC curve analysis</td>
<td>ROC curve accurately defined</td>
<td>Accurate definition</td>
<td>9 (25.0)</td>
<td>8 (29.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inaccurate definition</td>
<td>2 (5.6)</td>
<td>4 (14.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No definition provided</td>
<td>25 (69.4)</td>
<td>15 (55.6)</td>
</tr>
<tr>
<td></td>
<td>ROC curve provided as figure</td>
<td>Yes</td>
<td>11 (30.6)</td>
<td>7 (25.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>25 (69.4)</td>
<td>20 (74.1)</td>
</tr>
<tr>
<td>Area under the curve</td>
<td>AUC accurately defined</td>
<td>Accurate definition</td>
<td>10 (27.8)</td>
<td>5 (18.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inaccurate definition</td>
<td>6 (16.7)</td>
<td>4 (14.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No definition provided</td>
<td>20 (55.6)</td>
<td>18 (66.7)</td>
</tr>
<tr>
<td></td>
<td>AUC interpreted</td>
<td>Accurate interpretation</td>
<td>2 (5.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inaccurate interpretation</td>
<td>11 (30.6)</td>
<td>9 (33.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Statement of comparability</td>
<td>14 (38.9)</td>
<td>15 (55.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No interpretation provided</td>
<td>9 (25.0)</td>
<td>3 (11.1)</td>
</tr>
</tbody>
</table>

(Continues)
<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory</th>
<th>Group</th>
<th>Actuarial</th>
<th>SPJ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N of 36 (%)</td>
<td>N of 27 (%)</td>
<td></td>
</tr>
<tr>
<td>Type of AUC calculated</td>
<td>Total score AUC</td>
<td>27 (75.0)</td>
<td>17 (63.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Risk bin AUC</td>
<td>4 (11.1)</td>
<td>2 (7.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both total score and risk bin AUCs</td>
<td>2 (5.6)</td>
<td>8 (29.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unstated/Unclear</td>
<td>3 (8.3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>p-values provided for AUC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>25 (69.4)</td>
<td>18 (66.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No (but term “significant” used)</td>
<td>4 (11.1)</td>
<td>3 (11.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No (and term “significant” not used)</td>
<td>7 (19.4)</td>
<td>6 (22.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SE or CI reported for AUC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>25 (69.4)</td>
<td>23 (85.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>11 (30.6)</td>
<td>4 (14.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PI reported when discussing previous literaturea</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>20 (55.6)</td>
<td>12 (44.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient</td>
<td>4 (11.1)</td>
<td>4 (14.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>1 (2.8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>13 (36.1)</td>
<td>15 (55.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>21 (58.3)</td>
<td>15 (55.6)</td>
<td></td>
</tr>
<tr>
<td>Risk bin schemes</td>
<td>Binning scheme acknowledged</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>21 (58.3)</td>
<td>15 (55.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No (but role of clinical judgment acknowledged)</td>
<td>N/A</td>
<td>2 (7.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>15 (41.7)</td>
<td>10 (37.0)</td>
<td></td>
</tr>
<tr>
<td>Risk bin outcome data provided</td>
<td>Manual-suggested risk bins</td>
<td>6 (16.7)</td>
<td>9 (33.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Alternative risk bins</td>
<td>15 (41.7)</td>
<td>6 (22.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No risk bin data provided</td>
<td>15 (41.7)</td>
<td>12 (44.4)</td>
<td></td>
</tr>
</tbody>
</table>

SPJ, structured professional judgment; N, number of studies; PI, performance indicator; AUC, area under the curve; ROC, receiver operating characteristic; PPV, positive predictive value; SE, standard error; CI, confidence interval; N/A, not applicable.

*aA single study could contribute multiple performance indicators.
**Receiver Operating Characteristic Curve**

The ROC curve was defined in 18 (38.3%) articles. Thirteen (72.2%) of these 18 studies defined the curve accurately as a plot of the true positive rate (sensitivity) against the false positive rate (1-specificity) for every possible cut-off threshold on an instrument. A figure depicting the ROC curve was provided in 12 (25.5%) of the included articles. When discussing ROC curve methodology, the three most commonly cited articles (in order) were those by Mossman (1994), Rice and Harris (1995), and Mossman and Somoza (1991).

**Area Under the Curve**

Justifications for use of the AUC were provided in 26 (55.3%) studies. In these studies, justifications included base rate independence (N = 23, 88.5%), frequent use in the risk assessment literature (N=13, 50.0%), and lack of reliance on a cut-off threshold (N=11, 42.3%). The AUC was defined in 16 (34.0%) of all articles, with 10 (62.5%) of the 16 studies accurately defining the performance indicator as the probability that a randomly selected individual who committed an antisocial act will have received a higher risk classification than a randomly selected individual who did not. Incorrect definitions of the AUC included the proportion of individuals who committed an antisocial act who received higher risk scores than individuals who did not commit an antisocial act (N = 5, 31.3%), and the probability that a risk prediction will be accurate (N = 1, 6.3%). A dispersion parameter (standard error or confidence interval) was provided in 35 (74.5%) of all articles, and a p-value was reported in 32 (68.1%) studies.

Area under the curve values were interpreted in 16 (34.0%) of the 47 studies. In two (12.5%) of the 16 articles, authors accurately interpreted their AUC values with respect to the likelihood that a randomly selected individual who committed an antisocial act received a higher risk classification than a randomly selected individual who did not. In 14 (87.5%) of the 16 articles, AUC results were misinterpreted; specifically, AUCs were misinterpreted as
either the proportion of individuals whose outcome was correctly predicted by a risk assessment tool (N=8, 50.0%), or the proportion of individuals judged to be at high risk who went on to commit an antisocial act (i.e., the PPV; N = 6, 37.5%). Sixteen (34.0%) of the 47 included studies used benchmarks to determine whether AUCs were small, moderate, or large in magnitude; however, there was considerable variation in these benchmarks across studies, even when the same source was cited (see Figure 3). Finally, 21 (44.7%) of the included articles provided no interpretation of their AUC values, but stated that values were comparable with those reported in previous studies.

Limitations of the AUC were discussed in nine (19.1%) articles. In these nine articles, the most commonly reported limitation was the potential exaggeration of AUCs resulting from samples with low base rates of antisocial behavior, as small groups of high-scoring individuals who engage in antisocial acts result in large AUCs (N=4, 44.4%). Also noted was the insensitivity of AUCs to clinically relevant base rate information (N = 1, 11.1%), difficulty for non-experts to understand (N = 1, 11.1%), reliance on binary outcomes (N=1, 11.1%), inability to take time at risk into account (N = 1, 11.1%), lack of consideration as to the magnitude of score differences between individuals who committed antisocial acts and those who did not (N = 1, 11.1%), and routine evaluation of total risk score information rather than risk bins or final risk judgments (N = 1, 11.1%).

Figure 3: Variation in magnitude benchmarks for the area under the curve (AUC) in structured risk assessment tools.
**Risk Bins and Final Risk Judgments**

The majority of AUCs in both studies of actuarial (N=27 of 36, 75.0%) and SPJ (N = 17 of 27, 63.0%) tools were calculated using instruments’ total scores rather than risk bins or final risk judgments, respectively. Study authors acknowledged that actuarial instruments were designed to estimate the probability of antisocial behavior in different risk bins using norms developed in calibration studies in 21 (58.3%) of the 36 actuarial articles, with six (16.7%) of the 36 articles reporting outcome information using manual-suggested bins. Two (5.6%) of the 36 actuarial instruments provided rates of antisocial behavior at each score. Fifteen (55.6%) of the 27 SPJ studies acknowledged that such instruments were designed to guide a professional’s final judgment of low, moderate, or high risk. Outcome information for these three risk categories was provided in nine (33.3%) of the 27 SPJ articles.

**Investigation of Heterogeneity**

No significant differences in predictive validity reporting characteristics were found between studies of actuarial versus SPJ instruments ($\chi^2[1, N=47]<1.85, p>0.18$), articles where a tool author was a study author compared with independent investigations ($\chi^2[1, N=47]<3.72, p>0.05$), studies conducted in North America versus Europe ($\chi^2[1, N=45]<3.33, p>0.07$), articles published in general versus specialized journals ($\chi^2[1, N=47]<1.98, p>0.16$), analyses conducted on smaller versus larger samples ($\chi^2[1, N=47]<2.24, p>0.13$), or articles published before compared with after 2008 ($\chi^2[1, N = 47] < 2.66, p > 0.10$).$^6$

$^6$ The largest $\chi^2$ value and its associated $p$-value are reported for each set of tests of differences.
2.3.5 Discussion

Although several dozen systematic reviews have examined the predictive validity of risk assessment instruments, none has examined how this psychometric property has been measured (Singh & Fazel, 2010). To address this scientific gap, we conducted a second-order systematic review to investigate the analytic and reporting practices used in 47 studies concerning 25 risk assessment instruments. Published studies were identified from two recent systematic reviews and descriptively analyzed to identify those statistical methods and performance indicators most commonly used to investigate predictive validity. The consistency with which those methods and performance indicators were defined and interpreted was also explored, as were sources of between-study variability in measurement practices.

There were four principal findings of this review. First, the use of analytic methodologies (ROC curve analysis, correlational analysis, logistic regression, survival analysis) and performance indicators (AUC, r, OR, and HR) measuring a risk assessment instrument’s global accuracy were much more common than those that measure the ability of an instrument to accurately identify groups of individuals at higher or lower risk of committing antisocial acts. In fact, the latter approaches were used in only a fifth of the articles. While the use of ROC curve analytic methodology was an inclusion criterion, only three of the 50 studies were excluded for this reason. These three studies used logistic regression and ORs to measure predictive validity.

Secondly, approximately two-thirds of the reviewed articles provided no definition of either the ROC curve or the AUC. Regarding interpretation, benchmarks for small, moderate, or large AUCs varied, even when the same source was cited. Performance indicators other than the AUC were defined in only about a tenth of articles and were interpreted in less than a fifth.
Thirdly, although virtually all of the included instruments were designed to either assign individuals to probabilistic risk bins or to aid in producing final risk judgments, fewer than half of the articles reported the predictive validity of such bins or judgments. When the predictive validity of risk bins or final risk judgments were examined, the bins or judgment categories recommended in the instruments’ manuals were used in only a third of cases.

Finally, although measurement practices varied considerably across articles, they did not vary systematically as a function of risk assessment approach, study authorship, geographic location, type of journal, sample size, or year of publication. However, there were marginal trends (p<0.10) suggesting that studies conducted in North America included more accurate definitions of the AUC and more frequently provided ROC plots, and that the AUC was correctly defined more frequently in studies where a tool author was also a study author.

Implications

The findings of the present review have implications for both researchers and practitioners. First, the lack of reporting consistency in the description and interpretation of performance indicators across studies suggests the need for standardized guidelines for risk assessment predictive validity studies. For example, the AUC was often incorrectly defined as the proportion of individuals who committed an antisocial act who received higher risk scores than individuals who did not commit an antisocial act, or the probability that a risk prediction will be accurate. In addition, the AUC was frequently misinterpreted, either as the proportion of the sample whose outcome was correctly predicted or as the proportion of the sample judged to be at high risk who went on to commit an antisocial act. To our knowledge, there currently exist no standardized reporting checklists for the prognostic risk assessment literature as there are for the medical diagnostic literature (e.g., the Standards for Reporting of Diagnostic Accuracy Studies statement; Bossuyt et al., 2003). Establishing such guidelines may improve the comparability of predictive validity reporting across studies and instruments.
Secondly, future studies may wish to report a variety of performance indicators to provide a comprehensive picture of the predictive abilities of assessments completed using a given tool. For example, a violence risk assessment instrument developed by Roaldset, Hartvig, and Bjørkly (2011) produced assessments with statistically significant AUCs, PPVs of 33% and NPVs of 98% at 3 months. If only global performance indicators had been reported, as was the case in four-fifths of studies in the present review, it would not have been known that assessments completed using the instrument were more accurate in identifying groups of individuals at low risk of future violence.

Thirdly, because AUC values representing small, moderate, or large magnitude effects varied from one study to the next, caution is warranted when using benchmarks to interpret ROC curve analysis findings. Decisions as to which risk assessment instrument to implement should not be based on this sole criterion, or, at least, on authors’ interpretations of the AUC. Indeed, AUC values were misinterpreted in nine-tenths of studies in which an interpretation was offered.

Fourthly, in studies where total scores rather than actuarial risk bins or structured risk judgments are used to examine predictive validity, study authors should clarify that the validity of total scores and categorical estimates are not necessarily the same (Douglas et al., 2003; Meyers & Schmidt, 2008; Mills, Jones, & Kroner, 2005). Future research should continue exploring the extent to which the predictive validity of risk scores approximates that of categorical estimates. Regardless of the findings of such investigations, however, contingency information using manual-suggested actuarial risk bins or final risk judgments (i.e., the number of individuals assigned to each bin or judgment, and the number of those individuals who actually engaged in antisocial behavior) should be routinely reported in predictive validity studies. The current underreporting of such tabular data is an impediment to the use of more rigorous meta-analytic methodology (Singh, Grann, & Fazel, 2011).
Limitations

The present review had several limitations. First, only published studies were included. While the exclusion of unpublished investigations is consistent with previous reviews of the risk assessment literature (Buchanan & Leese, 2001; Gerhold, Browne, & Beckett, 2007; Holtfreter & Cupp, 2007; Woods & Ashley, 2007), measurement practices may differ in these alternative dissemination formats. Second, only those studies that used ROC curve analysis were included in the review. However, only three studies were excluded to meet this criterion, suggesting that this is the methodology currently preferred by researchers for measuring the predictive validity of risk assessment tools and that this criterion should not have biased our findings. Third, the present investigation employed second-order systematic review methodology, using studies identified through the systematic searches of two recent reviews rather than conducting a new search and including all predictive validity studies therefrom. Relatedly, although the 25 tools investigated by the included studies represented the most commonly used actuarial and SPJ instruments according to recent surveys (Archer et al., 2006; Khiroya et al., 2009; Viljoen et al., 2010), over 125 other instruments have been developed to assess the risk of antisocial behavior in correctional and mental health populations (Singh, Serper, et al., 2011). Fourth, it is possible that the present review was underpowered to detect sources of between-study heterogeneity. Nonetheless, inconsistency in the description and interpretation of predictive validity findings appears to be a general phenomenon.

2.3.6 Conclusion

Research investigating the predictive validity of risk assessments produced using structured instruments has real world implications for tool selection and implementation. Because these instruments are used to inform important decisions related to public safety, the analytic approaches and performance indicators used to measure predictive validity warrant
consistent description and interpretation. The findings of the present review suggest that such consistency has yet to be achieved in the risk assessment literature. The construction of a standardized reporting quality checklist similar to those currently available in the diagnostic medical literature is currently underway and may both increase consistency and improve comparability of study findings. It is important to note, however, that the analytic approaches and performance indicators found to be used in the literature do not measure predictive validity vis-à-vis the likelihood that any one individual within a sample will engage in antisocial behavior (Hart, Michie, & Cooke, 2007). In future predictive validity studies, calculating a variety of performance indicators and routinely reporting outcome information for manual-suggested risk bins or professional judgments may prove helpful in clarifying the predictive abilities of risk assessments completed using structured instruments.
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2.4.1 Abstract

Available reporting guidelines for prognostic and diagnostic accuracy studies apply primarily to biological assessment and outcomes, overlooking behavioral issues with major public health and safety implications such as violence. The present study aimed to develop the first set of reporting guidance for predictive validity studies of violence risk assessments: the Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement. A systematic search of 8 electronic databases prior to September 2012 identified 279 reporting guidelines for prognostic and diagnostic accuracy studies. Unique items were extracted and modified to make them relevant to risk assessment. A 4-wave Delphi process involving a multidisciplinary team of 37 international experts resulted in a 50-item reporting checklist. The panelists endorsed the RAGEE Statement checklist as being highly satisfactory and as indicating study features that should be reported routinely in manuscripts. Use of these proposed standards has the potential to improve the quality of the risk assessment literature.

2.4.2 Introduction

Study quality has been shown to account for variation in clinical research findings (Rutjes et al., 2006). Because it is difficult to assess and compare study quality without transparent and consistent reporting of methodology, investigators in prognostic (McShane et al., 2006) and diagnostic medicine (Bossuyt et al., 2003) have developed well-received guidelines for methodological reporting in accuracy studies. Evidence suggests that the implementation of such guidelines has resulted in an improvement in reporting practices (Plint et al., 2006; Prady, Richmond, Morton, & MacPherson, 2008; Smidt et al., 2006; Smith...
et al., 2008). However, available guidance of this type is limited to research assessing the risk of biological outcomes, overlooking behavioral issues with major public health and safety implications such as violence. Given the mortality rate and economic burden associated with violence, the World Health Organization (2002) has designated violence prevention as one of its priorities. This perspective is shared both by the mental health and criminal justice systems of numerous countries, including the United States and the United Kingdom, and is reflected in clinical guidelines for psychologists (American Psychological Association Presidential Task Force on Evidence-Based Practice, 2006), psychiatrists (American Psychiatric Association, 2004; National Institute for Health & Clinical Excellence, 2009), and nurses (Nursing & Midwifery Council, 2004) that recommend using evidence-based methods to assess violence risk. While the research base on the predictive validity of structured risk assessment instruments has grown exponentially (Buchanan, Binder, Norko, & Swartz, 2012), recent evidence from systematic reviews suggests that this literature has not achieved the same transparency and consistency as fields with established reporting guidelines. Considerable variability has been found in the reporting of essential sample- and study-level information in risk assessment studies published between 1990 and 2011 (Singh, Desmarais, & Van Dorn, 2013), making it difficult to assess the internal and external validity of their findings.

The development of reporting standards for violence risk assessment predictive validity studies could allow more informed comparisons between primary investigations, as well as sounder meta-analyses. This would, in turn, support the development of a cumulative science and potentially increase the reliability, utility, and impact of research in this area (Simera et al., 2010). Hence, to address the limitations of available reporting guidelines for prognostic and diagnostic accuracy studies when applied to the area of violence risk assessment, we used the Delphi technique to develop a novel reporting checklist: the Risk
Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement. Following published guidelines for developers of health research reporting guidance (Moher, Schulz, Simera, & Altman, 2010), our aim is to promote consistency and transparency for this important area of the behavioral sciences.

2.4.3 Method

Design

Consistent with the development of previous reporting standards (Hutchings, Raine, Sanderson, & Black, 2006), a multiwave Delphi process was used to select the item content of the RAGEE Statement. The Delphi method is based on the premise that group decisions are necessary when the scope of a problem is such that no single individual has sufficient expertise and knowledge to effect a solution. It is a structured communication technique that relies on the anonymous feedback of a panel of experts in an iterative process to establish consensus (Powell, 2003). By maintaining the anonymity of panelists and controlling their interactions, the Delphi technique avoids the disadvantages of more conventional consensus-based roundtable discussions and committees (Hasson, Keeney, & McKeena, 2000). Ethical review was waived by the University of South Florida Institutional Review Board; therefore, informed consent was not sought.

Participants

The Delphi panel consisted of 37 experts in the field of violence risk assessment (Table 14). This group included a multidisciplinary set of clinicians, researchers, legal professionals, and journal editors from 10 countries: Australia, Belgium, Canada, Germany, The Netherlands, Norway, Sweden, Switzerland, the United Kingdom, and the United States. The principal investigator (JPS) and coinvestigators (SY, EPM) organized, but were not members of, the Delphi panel. Potential panel members were identified by using recent reviews of the risk assessment literature (e.g., >; Hanson & Morton-Bourgon, 2009; Singh,
Serper, Reinharth, & Fazel, 2011; Skeem & Monahan, 2011) and were recruited to serve as experts if they met Farmer and Richman’s (1965) criteria for Delphi panelist selection:

1. Extensive knowledge of the problem area and the ability to apply that knowledge
2. Good performance record in their particular area
3. High degree of objectivity and rationality
4. Time available to participate
5. Willingness to participate

**Materials**

To identify a pool of items for consideration by the Delphi panel, a systematic search was performed to identify existing reporting guidance for prognostic and diagnostic accuracy studies. We searched the Cochrane Methodology Register, Database of Abstracts of Reviews of Effects, NHS Economic Evaluation Databases, Health Technology Assessment Databases, US National Criminal Justice Reference Service Abstracts, PROSPERO, PsycINFO, and MEDLINE prior to September 2012 using combinations of the following Boolean keywords: *prognos*, *diagnos*, *guid*, *checklist*. Additional guidelines were identified using the EQUATOR (Enhancing the Quality and Transparency of Health Research) Network (Altman, Simera, Hoey, Moher, & Schulz, 2008), annotated bibliographies (e.g., Sanderson, Tatt, & Higgins, 2007), and discussion with experts.

Using this search strategy, we identified 279 published checklists (Figure 1). Items from each were extracted by the first and second authors with a high level of interrater agreement as established using a randomly selected subsample of 28 (10.0%) checklists (κ = 0.92). Items addressing the same methodological principle (e.g., the inclusion of a structured abstract) were combined, and the wording of select items was modified to make them relevant to risk assessment (e.g., descriptions of biological tests were changed to descriptions of risk assessment instruments). This procedure, combined with a review of the literature on violence
(including sexual violence) and criminal recidivism risk assessment, resulted in the identification of 130 unique items.

**Procedure**

A four-wave Delphi process was conducted between September 2012 and February 2013 to select which of the 130 initially identified items would be included in the final RAGEE Statement. The Delphi process was conducted electronically using Qualtrics survey software (www.Qualtrics.com), thus effectively managing the geographic dispersion of panelists and overcoming the time constraints related to physical meetings. Qualtrics has been used in recent research with forensic mental health professionals (e.g., Kimonis Fanniff, Borum, & Elliott, 2011; Singh, 2013) and has a number of benefits, including data collection through a secure server, libraries of customizable question templates, and a continuous file saving function to minimize data loss because of browser crashes.

In both the first and second waves of the Delphi process, panelists voted to definitely include, definitely exclude, or abstain from voting on each of the items. An inclusion threshold of 75% approval and an exclusion threshold of 25% disapproval were set (cf. Campbell, Piaggio, Elbourne, Altman, & the CONSORT Group, 2000). Items falling between these thresholds were retained for a further round of voting. Panelists had the opportunity to suggest new items, as well as to recommend modifications in wording. In the third wave, the panel was asked to dichotomously vote to either include or exclude remaining items. In the final wave, panelists used seven-item Likert scales to register their degree of satisfaction with the finished checklist (1 = *very dissatisfied*; 7 = *very satisfied*), as well as whether the guidance statement should be routinely used as reporting standards for risk assessment predictive validity studies (1 = *strongly disagree*; 7 = *strongly agree*). Upon the completion of each wave, approved items were summarized and panelists were given access to the voting results for each item if requested.
Response rates in each wave were maximized using the Dillman Total Design Method (Dillman, Smyth, & Christian, 2009). In accordance with this approach, an initial e-mail with an active Qualtrics link was sent to panelists on a Friday requesting participation in the even wave. Three reminder e-mails were sent at seven day intervals after the initial distribution. Using this strategy, a 100% panelist response rate was achieved for each wave (Figure 4).

Table 14: Characteristics of the 25 risk assessment tools included in the review

<table>
<thead>
<tr>
<th>Name</th>
<th>Affiliation at time of Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stål Bjørkly, PsyD</td>
<td>Institute of Health Sciences, Molde University College, Molde, Norway</td>
</tr>
<tr>
<td>Marcus T. Boccacini, PhD</td>
<td>Department of Psychology and Philosophy, Sam Houston State University, Huntsville, Texas</td>
</tr>
<tr>
<td>Randy Borum, PsyD</td>
<td>School of Information, University of South Florida, Tampa, Florida</td>
</tr>
<tr>
<td>Alec Buchanan, PhD, MD</td>
<td>Department of Psychiatry, Yale University, New Haven, Connecticut</td>
</tr>
<tr>
<td>David J. Cooke, PhD</td>
<td>Psychology Department, Glasgow Caledonian University, Scotland, United Kingdom</td>
</tr>
<tr>
<td>Sarah L. Desmarais, PhD</td>
<td>Department of Psychology, North Carolina State University, Raleigh, North Carolina</td>
</tr>
<tr>
<td>Kevin S. Douglas, LLB, PhD</td>
<td>Department of Psychology, Simon Fraser University, Burnaby, BC, Canada</td>
</tr>
<tr>
<td>Michael Doyle, PhD, RMN</td>
<td>Institute of Brain, Behaviour and Mental Health, University of Manchester, Manchester, United Kingdom</td>
</tr>
<tr>
<td>John F. Edens, PhD</td>
<td>Department of Psychology, Texas A&amp;M University, College Station, Texas</td>
</tr>
<tr>
<td>Eric B. Elbogen, PhD</td>
<td>Department of Psychiatry, University of North Carolina-Chapel Hill School of Medicine, Chapel Hill, North Carolina</td>
</tr>
<tr>
<td>Jerome Endres, PhD</td>
<td>Department of Justice, Psychiatric/Psychological Service, Canton of Zurich, Switzerland</td>
</tr>
<tr>
<td>Seena Fazel, MD</td>
<td>Department of Psychiatry, University of Oxford, Warneford Hospital, Oxford, United Kingdom</td>
</tr>
<tr>
<td>Martin Grann, PhD, MBA</td>
<td>Department of Medical Epidemiology and Biostatistics, Karolinska Institute, Stockholm, Sweden</td>
</tr>
<tr>
<td>Laura S. Guy, PhD</td>
<td>Department of Psychiatry, University of Massachusetts Medical School, Worcester, Massachusetts</td>
</tr>
<tr>
<td>R. Karl Hanson, PhD</td>
<td>Public Safety Canada, Ottawa, ON, Canada</td>
</tr>
<tr>
<td>Robert D. Hare, PhD</td>
<td>Department of Psychology, University of British Columbia, Vancouver, BC, Canada</td>
</tr>
<tr>
<td>Grant T. Harris, PhD</td>
<td>Waypoint Centre for Mental Health Care Penetanguishene, ON, Canada</td>
</tr>
<tr>
<td>Stephen D. Hart, PhD</td>
<td>Department of Psychology, Simon Fraser University, Burnaby, BC, Canada</td>
</tr>
<tr>
<td>Kirk Heilbrun, PhD</td>
<td>Department of Psychology, Drexel University, Philadelphia, Pennsylvania</td>
</tr>
<tr>
<td>Mark A. Larsen, JD</td>
<td>Committee for Public Counsel Services, Commonwealth of Massachusetts, Boston, Massachusetts</td>
</tr>
<tr>
<td>John Monahan, PhD</td>
<td>School of Law, University of Virginia, Charlottesville, Virginia</td>
</tr>
<tr>
<td>Daniel F. Montaldi, PhD</td>
<td>Sexually Violent Predator Program, Florida Department of Children and Families, Tallahassee, Florida</td>
</tr>
<tr>
<td>Douglas Mossman, MD</td>
<td>Department of Psychiatry and Behavioral Neuroscience, University of Cincinnati College of Medicine, Cincinnati, Ohio</td>
</tr>
<tr>
<td>Tonia L. Nicholls, PhD</td>
<td>Department of Psychiatry, University of British Columbia, Vancouver, BC, Canada</td>
</tr>
<tr>
<td>James R. P. Ogloff, JD, PhD</td>
<td>Centre for Forensic Behavioural Science, Monash University and Forensicare, Victoria, Australia</td>
</tr>
<tr>
<td>Randy K. Otto, PsyD</td>
<td>Department of Mental Health Law &amp; Policy, University of South Florida, Tampa, Florida</td>
</tr>
<tr>
<td>John Petrila, JD, LLM</td>
<td>Department of Health Policy and Management, University of South Florida, Tampa, Florida</td>
</tr>
<tr>
<td>Thierry H. Pham, PhD</td>
<td>Centre de Recherche en Defense Sociale, Tournai, Belgium</td>
</tr>
<tr>
<td>Martin Rettenberger, PhD</td>
<td>Department of Psychology, Johannes Gutenberg University Mainz, Mainz, Germany</td>
</tr>
<tr>
<td>Marnie Rice, PhD</td>
<td>Waypoint Centre for Mental Health Care Penetanguishene, ON, Canada</td>
</tr>
<tr>
<td>Corrine de Ruiter, PhD</td>
<td>Faculty of Psychology and Neuroscience, Maastricht University, Maastricht, The Netherlands</td>
</tr>
<tr>
<td>Astrid Rossegger, PhD</td>
<td>Department of Justice, Psychiatric/Psychological Service, Canton of Zurich, Switzerland</td>
</tr>
<tr>
<td>Nicholas Scurch, PhD</td>
<td>Department of Psychology &amp; Social Behavior and Department of Criminology, Law &amp; Society, University of California, Irvine, California</td>
</tr>
<tr>
<td>Jennifer L. Skeem, PhD</td>
<td>Department of Psychology &amp; Social Behavior, University of California, Irvine, California</td>
</tr>
<tr>
<td>Robert L. Trestman, PhD, MD</td>
<td>Correctional Managed Health Care, University of Connecticut Health Center, Farmington, Connecticut</td>
</tr>
<tr>
<td>Frank Urbanik, PhD</td>
<td>Department of Justice, Psychiatric/Psychological Service, Canton of Zürich, Switzerland</td>
</tr>
<tr>
<td>Jodi L. Viljoen, PhD</td>
<td>Department of Psychology, Simon Fraser University, Burnaby, BC, Canada</td>
</tr>
</tbody>
</table>
2.4.4 Results

The RAGEE Statement Checklist Criteria

The completed RAGEE Statement includes 50 items and contains minimal reporting standards for the abstract (k items = 4), introduction (k = 2), methods (k = 30), results (k = 6), and discussion (k = 4) sections of risk assessment predictive validity manuscripts, as well as guidance on recommended disclosures (n = 4; Table 15). The methods criteria are divided into six subsections: participants (k = 5), instrument design (k = 7), instrument administration (k = 5), study design (k = 5), predicted outcome (k = 2), and statistical analysis (k = 6). The
results criteria are divided into two subsections: participant outcomes ($k = 2$) and predictive validity ($k = 4$). The checklist version of the RAGEE Statement criteria can be found in the Supplemental Materials (Supplement 1). All criteria in the most comprehensive section of the checklist, concerning methods, can be met in fewer than 250 words (a sample methods section is available upon request), suggesting that the checklist does not place a substantial burden on authors. An elaboration document including exemplars for each item from the peer-reviewed predictive validity literature on risk assessment instruments was also developed to increase the usefulness of the checklist (Supplement 2).

![Diagram](image)

**Figure 5:** Development of the Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) statement.
### Table 15: Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement Checklist

<table>
<thead>
<tr>
<th>Section</th>
<th>Item</th>
<th>Description</th>
<th>Endorsed (N of 37, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Abstract</strong></td>
<td>1</td>
<td>Include a structured abstract describing the study</td>
<td>30 (81.1%)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Identify the article as a risk assessment study in which predictive validity is measured</td>
<td>30 (81.1%)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Identify the risk assessment instrument(s) whose predictive validity is measured</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>State the nature of the principal outcome (e.g., violence, sexual violence, criminal offending, institutional misconduct)</td>
<td>33 (89.2%)</td>
</tr>
<tr>
<td><strong>Introduction</strong></td>
<td>5</td>
<td>Provide the rationale and a summary of the scientific/theoretical background for the study</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>State the research questions and/or study aims</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td><strong>Methods</strong></td>
<td>7</td>
<td>Participants Report the sample size</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Participants Report the sex/gender composition of the sample</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Participants Report the average age at assessment (with dispersion parameter)</td>
<td>31 (83.8%)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Participants Report the index offense composition of the sample</td>
<td>29 (78.4%)</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Participants Report the characteristics of groups that underwent subgroup analysis</td>
<td>28 (75.7%)</td>
</tr>
<tr>
<td><strong>Instrument design</strong></td>
<td>12</td>
<td>Participants Report the acronym(s) and full name(s) of the instrument(s) under investigation with appropriate reference to source document</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Participants Report the number of items on the instrument(s) under investigation</td>
<td>30 (81.1%)</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Participants Report the approach by which the assessment information from the instrument(s) under investigation is organized into an overall evaluation of risk</td>
<td>28 (75.7%)</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>Participants Report the population for which the instrument(s) under investigation was intended to be used</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>Participants Report the outcome(s) that the instrument(s) under investigation was intended to assess</td>
<td>35 (94.6%)</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>Participants Report the length of follow-up for which manual/recommended probability estimates of risk were derived for the instrument(s) under investigation</td>
<td>30 (81.1%)</td>
</tr>
<tr>
<td><strong>Instrument administration</strong></td>
<td>18</td>
<td>Participants Report the cut-off score(s) and/or risk categories that the instrument(s) under investigation was designed to use to classify risk level</td>
<td>30 (81.1%)</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>Participants Report whether risk assessments were conducted in the context of research or practice</td>
<td>28 (75.7%)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Participants Identify when risk assessments occurred (e.g., pre-admission, admission, release, post-release)</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>Participants Report the number of assessors in the study as well as their training in the administration of the instrument(s) under investigation</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Participants Identify the source(s) of information used to administer the instrument(s) under investigation</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td>23</td>
<td>Participants Describe any modifications made to the instrument(s) under investigation</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>Participants Report the geographical location and clinical setting in which risk was assessed</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>Participants Describe the method(s) used to recruit participants</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>Participants Identify the temporal design of the study (prospective or quasi-prospective)</td>
<td>36 (97.3%)</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>Participants Identify the setting in which participants were followed to ascertain whether the outcome(s) of interest had occurred</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>Participants Report the average length of follow-up and time at risk (with dispersion parameter, if not fixed), including a description of periods subtracted from follow-up time (e.g., incarceration and/or hospitalization)</td>
<td>35 (94.6%)</td>
</tr>
<tr>
<td><strong>Predicted outcome</strong></td>
<td>29</td>
<td>Participants Specify the event(s) coded as meeting outcome criteria (e.g., assault, rape, homicide)</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>Participants Identify the type (e.g., arrest, charge, conviction, incarceration) and source (e.g., criminal records, self-report, collateral) of information used to detect outcome occurrence</td>
<td>37 (100.0%)</td>
</tr>
<tr>
<td><strong>Statistical analysis</strong></td>
<td>31</td>
<td>Participants Describe the statistical methods used to conduct all analyses, and report the purpose of each analysis</td>
<td>30 (81.1%)</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>Participants Report whether risk scores and/or risk categories of the instrument(s) under investigation were used as an independent variable in analyses</td>
<td>32 (86.5%)</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>Participants Identify the statistical significance level used</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>Participants Describe any subgroup analyses planned a priori</td>
<td>32 (86.5%)</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>Participants Report inter-rater reliability for administration of the instrument(s) under investigation (if conducted). If inter-rater reliability was not assessed, clarify why not</td>
<td>28 (75.7%)</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>Participants Include at least one discrimination performance indicator when measuring predictive validity</td>
<td>32 (86.5%)</td>
</tr>
<tr>
<td><strong>Participant outcomes</strong></td>
<td>37</td>
<td>Participants Report the rate of attrition</td>
<td>32 (86.5%)</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>Participants Report the outcome occurrence rate for the entire sample as well as for relevant subgroups</td>
<td>34 (91.9%)</td>
</tr>
<tr>
<td><strong>Predictive validity</strong></td>
<td>39</td>
<td>Participants Report predictive validity performance indicators for each outcome of interest as specified in the Methods with associated dispersion parameters</td>
<td>36 (97.3%)</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>Participants Report the number of participants with each risk score and/or in each risk category and how many went on to engage in the outcome(s) of interest</td>
<td>29 (78.4%)</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>Participants Report the results of subgroup analyses planned a priori as specified in the Methods</td>
<td>32 (86.5%)</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>Participants Describe and report the findings of any post hoc analyses conducted</td>
<td>28 (75.7%)</td>
</tr>
</tbody>
</table>

(table continues)

| Discussion          | 43   | Provide a summary of the principal findings, including a discussion of their relevance in the context of the current literature | 35 (94.6%)            |
|                     | 44   | Discuss limitations of the study design | 35 (94.6%)            |
|                     | 45   | Discuss the generalizability of study findings | 30 (81.1%)            |
|                     | 46   | Discuss future research directions based on study findings | 29 (78.4%)            |
| **Disclosures**     | 47   | Report any commercial interests and/or source(s) of funding as well as their role(s) in the conduct of the study | 30 (81.1%)            |
|                     | 48   | Report whether an author or translator of the risk assessment instrument(s) under investigation was also a study author | 29 (78.4%)            |
|                     | 49   | Report whether the study presented in the article has been published in an alternative form (e.g., government report) | 28 (75.7%)            |
|                     | 50   | Report whether the sample or a portion thereof has been studied in other publications | 33 (89.2%)            |
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Using 7-point Likert scales, the average satisfaction rating with the checklist was 6.00 ($SD = 1.04$), and the average support rating for using the checklist as reporting standards for risk assessment predictive validity studies was 5.84 ($SD = 1.31$). Narrative comments revealed that lower ratings were due to the desire of some panelists to include mandatory reporting of calibration performance indicators (e.g., positive and negative predictive values) as an item rather than just discrimination performance indicators (e.g., area under the curve and correlation coefficients), the belief that no guidance should be given for introduction and discussion sections, and uncertainty about whether minimum reporting standards would exclude from consideration studies that merit publication.

2.4.5 Discussion

The development of health research guidance has resulted in increased transparency and consistency in the methodological reporting of diagnostic and prognostic accuracy studies. None of this work, however, has been done in the critical and rapidly growing area of violence risk assessment. The creation of general guidelines for research studies such as the American Psychological Association Journal Article Reporting Standards (American Psychological Association Publications and Communications Board Working Group on Journal Article Reporting Standards, 2008) has been a positive development for the social sciences, but such standards do not provide adequately specific guidance on sample and study-level characteristics that should be reported to maximize the clinical relevance of the risk assessment literature.

In the present report, we developed the first set of methodological reporting standards for predictive validity studies in violence risk assessment. A four-wave Delphi process involving 37 international experts from diverse fields resulted in a 50-item reporting checklist. Because the guidance statement was voted highly satisfactory and appropriate for
routine use as a reporting standard for risk assessment predictive validity studies, researchers may wish to reference the RAGEE Statement checklist while preparing manuscripts. In addition to being useful for manuscript authors, the use of the checklist by reviewers has the potential to expedite and increase agreement in the peer-review process.

Just as health research reporting guidance for other specialties has been adapted to related fields (Campbell, Piaggio, Elbourne, Altman, & the CONSORT Group, 2012; Ioannidis et al., 2004), the RAGEE Statement checklist may provide a useful basis for the development of methodological standards in other fields of behavioral prediction, such as suicide risk assessment. In its current form, however, the RAGEE Statement is designed for use only in studies of violence (including sexual violence) and criminal recidivism risk assessment.

Adherence to the RAGEE Statement guidance has the potential to resolve and overcome these obstacles to innovation, rigor, and relevance. It is important to note that the items on the RAGEE Statement checklist represent a minimum of what should be reported in risk assessment predictive validity studies at this time. Other valuable demographic, design, and performance information should continue to be reported where appropriate. For example, it is reasonable to assume that a brief summary of past predictive validity and reliability information will be reported in manuscripts. And as the field continues to develop, additional statistical approaches may enrich our picture of an instrument’s predictive validity and expand the domain of study features that are desirable to report. It is our aim to update the RAGEE criteria as these developments arise. Hence, the RAGEE should be viewed as a living document. Meanwhile, when RAGEE Statement reporting criteria conflict with a journal’s Instructions for Authors, please follow the latter.
2.4.6 Conclusion

Mental health professionals are routinely called upon to assess the violence risk presented by their clients, frequently aided by structured instruments. Though a considerable literature exists on the predictive validity of these instruments, such studies are often plagued by inconsistent methodological reporting, limiting their reproducibility and clinical utility. The use of reporting guidelines has the potential to resolve and overcome these obstacles to innovation, rigor, and relevance.

2.5.1 Abstract

The aim of the present study was to investigate the reporting quality of risk assessment predictive validity studies published in leading sex- and gender-related journals according to the Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement checklist. A systematic search for sex- and gender-related journals identified two that had published at least five articles investigating the predictive validity of a risk assessment method between 2008 and 2013: Sexual Abuse: A Journal of Research and Treatment (SAJRT; k articles = 21) and Journal of Sexual Aggression (JSA; k = 6). A RAGEE Statement checklist was coded for each article, and both sum score and item-level analyses were conducted. An average of 39.5 (SD = 3.0, range = 34-46) of the 50 RAGEE criteria were satisfied, suggesting that there is 20% room for improvement. SAJRT studies met significantly more RAGEE criteria than JSA studies. However, important sample- and study-level information needed to interpret findings was frequently missing across articles. Adopting RAGEE Statement guidelines into Instructions for Authors in journals that publish predictive validity studies on risk assessment methods for sex offenders has the potential to improve the quality and consistency of this literature.

2.5.2 Introduction

In recent years, the use of structured risk assessment tools to assess sex offender recidivism risk has been increasing in criminal justice systems, mental health services, and the interface between them. In Western countries including the United States, United Kingdom, Canada, Australia, and Switzerland such instruments are used to aide in decisions regarding
individual liberty and public protection (Helmus, Hanson, & Morton-Bourgon, 2011; Rossegger, Gerth, Urbaniok, Laubacher, & Endrass, 2010). Supporting the use of such instruments is a large evidence base on predictive validity that has grown exponentially in recent years (Singh, Fazel, Gueorguieva, & Buchanan, 2013).

A recent systematic review by Singh, Desmarais, and Van Dorn (2013) investigated the quality of methodological reporting in predictive validity studies of a number of structured instruments, including the following sex offender tools: Minnesota Sex Offender Screening Tool-Revised (Epperson et al., 1998), Rapid Risk Assessment for Sexual Offense Recidivism (Hanson, 1997), Risk Matrix 2000 (Thornton et al., 2003), Sex Offender Risk Appraisal Guide (Quinsey, Harris, Rice, & Cormier, 2006), Static-99 (Hanson & Thornton, 1999), Static-2002 (Hanson & Thornton, 2003), and Sexual Violence Risk-20 (Boer, Hart, Kropp, & Webster, 1997). The review concluded that "measurement practices varied considerably across articles" (p. 66), with key pieces of methodological information frequently going unreported (e.g., whether predictive validity estimates were based on total scores or categorical risk judgments). To address this, the first set of reporting guidance for risk assessment studies, the Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement, was recently published (Singh, Yang, Mulvey, & the RAGEE Group, in press). This 50-item reporting checklist was developed by a multidisciplinary panel of 37 international experts in the field of risk assessment from 10 countries. The panelists endorsed the RAGEE Statement checklist as being highly satisfactory and as indicating study features that should be reported routinely in risk assessment manuscripts. The innovative developments of the RAGEE Group appear promising, but in order to evaluate whether reporting practices are improving over time, it is first necessary to establish a baseline level of transparency in the current literature.

The Present Study
The aim of the present review was to systematically assess the reporting quality of the sex offender risk assessment research literature in leading sex- and gender-related journals using the RAGEE Statement. Specifically, we aimed to establish a baseline estimate of the transparency achieved in the current literature, as well as to investigate whether such transparency fluctuates over time. Finally, we wished to examine differences in transparency by journal both descriptively as well as statistically. This review represents the first use of the RAGEE Statement to examine the transparency and consistency with which methodology and findings are reported in the sex offender risk assessment literature.

2.5.3 Method

Systematic Search

Sex- and gender-related journals were identified using a recently-published, comprehensive bibliography (Zucker, 2013) supplemented by consultation with experts in the field of sex offender risk assessment. Seventy-eight eligible journals were identified (see Supplement 1 for full list). The titles and abstracts of primary studies published between January 1, 2008 and November 1, 2013 were screened for evidence of predictive validity analyses having been conducted for either unstructured clinical judgments or use of a risk assessment tool to evaluate recidivism risk. Journals were excluded if fewer than five articles including such predictive validity analyses had been published in the target timeframe, as reporting quality was not able to be compared using small-sample comparisons of exact levels (Larntz, 1978). Using this strategy, *Sexual Abuse: A Journal of Research and Treatment (SAJRT; k articles = 21)* and *Journal of Sexual Aggression (JSA: k = 6)* met inclusion criteria and underwent subsequent data extraction and analytic procedures. The included *SAJRT* articles included the following work: Brouillette-Alarie & Proulx, 2012; Craissati, Bierer, & South, 2010; Griffin, Beech, Print, Bradshaw, & Quayle, 2008; Griffin & Vettor, 2011;

**Data Extraction**

The first author coded a RAGEE Statement checklist for each of the 27 predictive validity articles. If a checklist criterion was satisfied, it was coded as a "1", and if it was not, as a "0". If a checklist criterion was not satisfied because it was not applicable to the sample, study design, or instrument under investigation, it was coded as a "1" for the purposes of this study. When more than one risk assessment method was investigated (e.g., the predictive validity of two instruments was compared) but a RAGEE criterion was only met for one of those methods (e.g., inter-rater reliability measured for one instrument but not another), then the criterion was coded as a "0" for the purposes of this study. When an article stated that methodological details were available in a previous manuscript, relevant RAGEE criteria were extracted from that previous manuscript.

As a measure of quality control, three (11.1%) of the included articles were randomly selected and coded by the corresponding author. A high level of inter-rater agreement was established ($\kappa = 0.81$; Landis & Koch, 1977). Discrepancies were resolved upon discussion.
Statistical Analyses

The proportion of articles that met each RAGGE criteria was descriptively examined both overall as well as for SAJRT and JSA, separately. In addition, Fisher's (1922) exact test, a statistical significance test measuring the association between two classification methods with small sample sizes, was used to investigate differences in proportions between the number of SAJRT articles that met each RAGGE criterion compared to JSA articles. Next, a Student's t-test was conducted to evaluate the difference in the overall number of RAGGE criteria met in SAJRT articles compared to JSA articles. Finally, a correlation coefficient (Spearman's ρ) was calculated to test the presence and magnitude of a relationship between the number of RAGGE criteria satisfied and the date of publication. All analyses were conducted in MedCalc Version 11.3.8.0 for Windows using a standard significant threshold of α = 0.05.

2.5.4 Results

Descriptive Characteristics

The average article fulfilled 39.5 (SD = 3.0, range = 34-46) of the 50 RAGGE criteria. An average of 2.7 (SD = 0.5, range = 1-3) of the four Abstract section criteria were met, 2.0 (SD = 0.0, range = 2-2) of the two Introduction section criteria were met, 22.0 (SD = 2.6, range = 17-27) of the 30 Method section criteria were met, 5.4 (SD = 0.6, range = 4-6) of the six Results section criteria were met, 3.5 (SD = 0.6, range = 2-4) of the four Discussion section criteria were met, and 3.9 (SD = 0.2, range = 3-4) of the four Disclosure section criteria were met. On average, the "Study Design" subsection of the Methods had the most criteria fulfilled (M = 4.0 of 5 criteria, SD = 0.9, range = 2-5). The "Predicted Outcome" subsection of the Methods had the fewest criteria met (M = 1.3 of 3 criteria, SD = 0.6, range = 0-2). The articles that satisfied the most RAGGE criteria included the works of Barnett and colleagues (2010; n criteria satisfied = 46, 92.0%), Faniff and colleagues (2012; n = 44, 88.0%), and Worling and colleagues (2012; n = 44, 88.0%).
Association Findings

When differences in the proportion of articles meeting each RAGEE criterion were calculated between the two journals, Fisher's exact tests revealed that SAJRT articles were significantly more likely to: (1) identify the risk assessment instrument(s) whose predictive validity is measured in their Abstracts, (2) report the acronym(s) and full name(s) of the instrument(s) under investigation with appropriate referencing in their Methods, (3) report the population for which the instrument(s) under investigation was intended to be used in their Methods, (4) identify the statistical significance level used in their Methods, and (5) discuss the generalizability of study findings in their Discussions, $\chi^2(1, N = 27) \geq 3.06, p < 0.05$. SAJRT articles ($M_n = 40.4, SD = 2.7$) met significantly more RAGEE criteria than JSA articles ($M_n = 36.8, SD = 2.8$), $t(25) = 2.86, p < 0.01$. There was no association between date of publication and the total RAGEE score, $\rho(25) = -0.03, p = 0.87$.

2.5.5 Discussion

The present study represents the first systematic review of the reporting quality achieved in the current sex offender risk assessment literature using criteria set forth by the RAGEE Group. A systematic search identified two journals that had published at least five articles investigating the predictive validity of a risk assessment method between 2008 and 2013: Sexual Abuse: A Journal of Research and Treatment and Journal of Sexual Aggression. A RAGEE Statement checklist was coded for each article, and both sum score and item-level analyses were conducted. An average of 40 of the 50 RAGEE criteria were satisfied, implying an approximately 20% room for improvement. And this may be an overestimate, as it was assumed that not undisclosed competing interests did not exist, whereas recent systematic review evidence suggests that this may not always be the case (Singh, Grann, & Fazel, 2013). In addition, the majority of studies did not report whether modifications were made to
manual-based tool administration protocols, so it was assumed that no modifications were made. However, review evidence also exists that this is likely an overly conservative assumption (Rossegger et al., 2013). Overall, SAJRT articles were found to satisfy more RAGEE items than JSA, and no association was found between the date of publication and the number of RAGEE criteria satisfied, suggesting that the reporting quality of the sex offender risk assessment literature has remained stable over most of the past decade. It is important to note that the aim of this study (and the RAGEE initiative more generally) was not to investigate whether methodology and findings were reported correctly, but rather whether critical information in these areas was reported at all.

**Implications**

The results of the present review have potentially important implications for researchers and practitioners. First, the finding that fundamental pieces of information on study design are frequently absent from published manuscripts supports the adoption of the RAGEE Statement as part of the Instructions for Authors for journals that publish research on sex offender risk assessment. This would serve as a quality control measure and is supported by leading researchers, practitioners, legal professionals, and journal editors. Second, readers of the current research literature on sex offender risk assessment may find it difficult to objectively assess the accuracy of study findings, as potentially important sample- and study-level information is frequently missing. For example, we found that how participants were recruited, their average age at assessment, when they were assessed, their index offense composition, and characteristics of the individuals who assessed them was not commonly reported. In addition, critical descriptive information on how many participants were classified into different risk levels, and how many of those persons went on to engage in the outcome of interest was reported in a minority of articles. Practitioners are advised that caution is warranted in interpreting the strength of reliability and validity research findings in
the absence of transparency (cf. Fava, 2007; Maj, 2005). Third, we have identified three articles that met the most RAGEE criteria that could be used as models for the predictive validity literature on sex offender risk assessment (Barnett et al., 2010; Faniff et al., 2012; Worling et al., 2012). Though these articles did not satisfy all 50 RAGEE conditions, they did fulfill over 85%.

**Limitations and Future Directions**

The present review also has several limitations. First, articles published in journals not focused on issues of gender and sexuality did not meet inclusion criteria for the present review (e.g., *Law and Human Behavior, Journal of Interpersonal Violence, Criminal Justice and Behavior*). However, recent systematic reviews have found that predictive validity studies of sex offender risk assessment have been published in these more general forensic journals (Helmus, Hanson, Thornton, Babchishin, & Harris, 2012; Singh, Grann, & Fazel, 2011). Hence, future research on the quality of reporting in risk assessment studies should explore literature published in more general journals. Second, several eligible journals with predictive validity studies in the target timeframe were excluded (e.g., *Sexual Offender Treatment and Zeitschrift für Sexualforschung*), as fewer than five such articles were published between 2008 and 2013. This was necessary to conform to established statistical standards for the use of exact tests (Larntz, 1978), but further descriptive research may assist the esteemed editorial boards of these excluded journals in identifying areas of strength and potential areas for improvement in the reporting quality of their accepted manuscripts. Third, only peer-reviewed articles published between 2008 and 2013 were considered for inclusion. Albeit the aim of this review was to establish a baseline of reporting quality for the current literature on sex offender risk assessment, it should be kept in mind that influential research on this topic has been available for a number of decades (for a review see Hall, 1990). Future research may compare the reporting quality of articles on sex offender risk assessment across time to
examine trends. Given these limitations, our findings should be viewed as preliminary observations using a cross-section of the contemporary literature on sex offender risk assessment.

**Conclusion**

Study quality has been shown to account for differences in research findings (Rutjes et al., 2006), and it is difficult to compare study quality without transparent and consistent reporting of methodology. The RAGEE Statement is the first set of expert reporting guidance set forth for the risk assessment literature to aid in this. The findings of the present study suggest that the adoption of standardized reporting guidelines such as the RAGEE Statement in journals that publish literature on sex offender risk assessment could benefit researchers, reviewers, and readers alike.
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Table 16: Reporting quality of two leading sex offender risk assessment journals according to Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement checklist criteria

<table>
<thead>
<tr>
<th>RAGEE Checklist Section</th>
<th>Item</th>
<th>Description</th>
<th>SAJRT (k, %)</th>
<th>JSA (k, %)</th>
<th>chi²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ABSTRACT</strong></td>
<td>R1</td>
<td>Include a structured abstract describing the study</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R2</td>
<td>Identify the article as a risk assessment study in which predictive validity is measured</td>
<td>20 (95.2)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R3</td>
<td>Identify the risk assessment instrument(s) whose predictive validity is measured</td>
<td>21 (100.0)</td>
<td>4 (66.7) *</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R4</td>
<td>State the nature of the principal outcome (e.g., violence, sexual violence, criminal offending, institutional misconduct)</td>
<td>17 (81.0)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td><strong>INTRODUCTION</strong></td>
<td>R5</td>
<td>Provide the rationale and a summary of the scientific/theoretical background for the study</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R6</td>
<td>State the research questions and/or study aims</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td><strong>METHODS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>R7</td>
<td>Report the sample size</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Participants</strong></td>
<td>R8</td>
<td>Report the sex/gender composition of the sample</td>
<td>17 (81.0)</td>
<td>4 (66.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R9</td>
<td>Report the average age at assessment (with dispersion parameter)</td>
<td>1 (4.8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R10</td>
<td>Report the index offense composition of the sample</td>
<td>7 (33.3)</td>
<td>2 (33.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R11</td>
<td>Report the characteristics of groups that underwent subgroup analysis</td>
<td>20 (95.2)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Instrument Design</strong></td>
<td>R12</td>
<td>Report the acronym(s) and full name(s) of the instrument(s) under investigation with appropriate reference to source document</td>
<td>21 (100.0)</td>
<td>4 (66.7) *</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R13</td>
<td>Report the number of items on the instrument(s) under investigation</td>
<td>21 (100.0)</td>
<td>5 (83.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R14</td>
<td>Report the approach by which the assessment information from the instrument(s) under investigation is organized into an overall evaluation of risk</td>
<td>19 (90.5)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R15</td>
<td>Report the population for which the instrument(s) under investigation was intended to be used</td>
<td>21 (100.0)</td>
<td>4 (66.7) *</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R16</td>
<td></td>
<td>9 (42.9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Question</td>
<td>Yes (%)</td>
<td>No (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>---------</td>
<td>--------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Report the outcome(s) that the instrument(s) under investigation was intended to assess</td>
<td>8 (38.1)</td>
<td>3 (50.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R17 Report the length of follow-up for which manual-recommended probability estimates of risk were derived for the instrument(s) under investigation</td>
<td>16 (76.2)</td>
<td>5 (83.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R18 Report the cut-off score(s) and/or risk categories that the instrument(s) under investigation was designed to use to classify risk level</td>
<td>20 (95.2)</td>
<td>6 (100.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instrument Administration R19 Report whether risk assessments were conducted in the context of research or practice</td>
<td>8 (38.1)</td>
<td>2 (33.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R20 Identify when risk assessments occurred (e.g., pre-admission, admission, release, post-release)</td>
<td>7 (33.3)</td>
<td>1 (16.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R21 Report the number of assessors in the study as well as their training in the administration of the instrument(s) under investigation</td>
<td>18 (85.7)</td>
<td>6 (100.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R22 Identify the source(s) of information used to administer the instrument(s) under investigation</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study Design R23 Describe any modifications made to the instrument(s) under investigation</td>
<td>20 (95.2)</td>
<td>6 (100.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R24 Report the geographical location and clinical setting in which risk was assessed</td>
<td>11 (52.4)</td>
<td>4 (66.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R25 Describe the method(s) used to recruit participants</td>
<td>14 (66.7)</td>
<td>5 (83.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R26 Identify the temporal design of the study (prospective or quasi-prospective)</td>
<td>19 (90.5)</td>
<td>3 (50.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R27 Identify the setting in which participants were followed to ascertain whether the outcome(s) of interest had occurred</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicted Outcome R28 Report the average length of follow-up and time at risk (with dispersion parameter, if not fixed), including a description of periods subtracted from follow-up time (e.g., incarceration and/or hospitalization)</td>
<td>9 (42.9)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R29 Specify the event(s) coded as meeting outcome criteria (e.g., assault, rape, homicide)</td>
<td>21 (100.0)</td>
<td>4 (66.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R30 Identify the type (e.g., arrest, charge, conviction, incarceration) and source (e.g., criminal records, self-report, collateral) of information used to detect outcome occurrence</td>
<td>100.0)</td>
<td>4 (66.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Statistical Analysis</strong></td>
<td>R31</td>
<td>Describe the statistical methods used to conduct all analyses, and report the purpose of each analysis</td>
<td>18 (85.7)</td>
<td>4 (66.7)</td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>R32</td>
<td></td>
<td>Report whether risk scores and/or risk categories of the instrument(s) under investigation were used as an independent variable in analyses</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td>R33</td>
<td></td>
<td>Identify the statistical significance level used</td>
<td>15 (71.4)</td>
<td>1 (16.7) *</td>
<td></td>
</tr>
<tr>
<td>R34</td>
<td></td>
<td>Describe any subgroup analyses planned a priori</td>
<td>21 (100.0)</td>
<td>5 (83.3)</td>
<td></td>
</tr>
<tr>
<td>R35</td>
<td></td>
<td>Report inter-rater reliability for administration of the instrument(s) under investigation (if conducted). If inter-rater reliability was not assessed, clarify why not</td>
<td>10 (47.6)</td>
<td>1 (16.7)</td>
<td></td>
</tr>
<tr>
<td>R36</td>
<td></td>
<td>Include at least one discrimination performance indicator when measuring predictive validity</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
</tbody>
</table>

**RESULTS**

<table>
<thead>
<tr>
<th><strong>Participant Outcomes</strong></th>
<th>R37</th>
<th>Report the rate of attrition</th>
<th>21 (100.0)</th>
<th>6 (100.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R38</td>
<td></td>
<td>Report the outcome occurrence rate for the entire sample as well as for relevant subgroups</td>
<td>20 (95.2)</td>
<td>5 (83.3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Predictive Validity</strong></th>
<th>R39</th>
<th>Report predictive validity performance indicators for each outcome of interest as specified in the Methods with associated dispersion parameters</th>
<th>21 (100.0)</th>
<th>6 (100.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R40</td>
<td></td>
<td>Report the number of participants with each risk score and/or in each risk category and how many went on to engage in the outcome(s) of interest</td>
<td>9 (42.9)</td>
<td>3 (50.0)</td>
</tr>
<tr>
<td>R41</td>
<td></td>
<td>Report the results of subgroup analyses planned a priori as specified in the Methods</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
</tr>
<tr>
<td>R42</td>
<td></td>
<td>Describe and report the findings of any post hoc analyses conducted</td>
<td>21 (100.0)</td>
<td>6 (100.0)</td>
</tr>
</tbody>
</table>

**DISCUSSION**

| R43                     | Provide a summary of the principal findings, including a discussion of their relevance in the context of the current literature | 21 (100.0) | 6 (100.0) |
| R44                     | Discuss limitations of the study design                                                        | 17 (81.0) | 6 (100.0) |
| R45                     | Discuss the generalizability of study findings                                                  | 17 (81.0) | 2 (33.3) * |
| R46                     | Discuss future research directions based on study findings                                     | 19 (90.5) | 6 (100.0) |
2.5.7 Supplement

**Sex- and gender-related journals identified in systematic search process**

- Archives of Sexual Behavior
- AIDS
- AIDS and Behavior
- AIDS Care
- AIDS Education and Prevention
- AIDS Patient Care and STDs
- AIDS Reviews
- Asian Journal of Andrology
- Asian Journal of Women’s Studies • Australian Feminist Studies
- Body & Society
- Body Image
- Culture, Health, and Sexuality
- European Journal of Women117s Studies
- Evolution and Human Behavior
- Evolutionary Psychology
- Feminism and Psychology
- Feminist Review
- Feminist Studies
- Feminist Theory
- Feministische Studien
- Fertility and Sterility
- Frontiers: Journal of Women117s Studies
- Gender and Education
- Gender and Society
- Gender, Place, and Culture
- GLQ: A Journal of Gay and Lesbian Studies
- Hormone Research in Pediatrics
- Hormones and Behavior

---

**Note.** *p < 0.05; k = number of articles; SAJRT = Sexual Abuse: A Journal of Research and Treatment (k total = 21); JSA = Journal of Sexual Aggression (k total = 6); chi² = Fisher’s exact test.*
• Human Reproduction
• Indian Journal of Gender Studies
• International Journal of Andrology
• International Journal of Impotence Research
• International Journal of Sexual Health
• International Journal of STD and AIDS
• International Perspectives on Sexual and Reproductive Health
• Journal of Acquired Immune Deficiency Syndromes
• Journal of Andrology
• Journal of Child Abuse & the Law
• Journal of Child Sexual Abuse
• Journal of Gender Studies
• Journal of the History of Sexuality
• Journal of Homosexuality
• Journal of Men's Health
• Journal of Psychosomatic Obstetrics and Gynecology
• Journal of Sex & Marital Therapy
• Journal of Sex Research
• Journal of Sexual Aggression
• Journal of Sexual Medicine
• Journal of Sexual Offender Civil Commitment: Science and the Law
• Journal of Women’s Health
• Men and Masculinities
• Menopause
• Paidika: The Journal of Paedophilia
• Perspectives on Sexual and Reproductive Health
• Politics and Gender
• Psychology of Men & Masculinity
• Psychology of Women Quarterly
• Psychoneuroendocrinology
• Sex Roles
• Sexual Abuse: A Journal of Research and Treatment
• Sexual and Relationship Therapy
• Sexual Development
• Sexual Health
• Sexual Offender Treatment
• Sexualities
• Sexuality and Disability
• Sexuality Research and Social Policy
• Sexually Transmitted Diseases
• Sexually Transmitted Infections
• Signs
• Women & Health
• Women and Therapy
• Women’s Health Issues
• Women’s Studies International Forum
• Zeitschrift fur Sexualforschung
RECORD OF ACHIEVEMENT

The research and the articles outlined in the present thesis were realized in collaboration with a number of colleagues. In the following, my independent contributions are listed per article.

Article 1

**My Contributions**
- Designed the systematic review protocol
- Developed data extraction sheet and supervised data extraction
- Participated in inter-rater reliability check
- Planned and supervised the statistical analysis
- Drafted and revised the manuscript

Article 2

**My Contributions**
- Obtained competitive funding for the study
- Designed the study protocol
- Participated in developing the survey materials
- Participated in survey material dissemination
- Managed survey software
- Conducted the statistical analysis
- Drafted and revised the manuscript
Article 3

My Contributions
- Designed the second-order systematic review protocol
- Developed data extraction sheet and extracted data
- Participated in inter-rater reliability check
- Conducted the statistical analysis
- Drafted and revised the manuscript

Article 4

My Contributions
- Designed the systematic review protocol
- Developed data extraction sheet and extracted data
- Participated in inter-rater reliability check
- Recruited and coordinated Delphi panel
- Managed survey software
- Conducted the statistical analysis
- Drafted and revised the manuscript

Article 5

My Contributions
- Designed the systematic review protocol
- Developed data extraction sheet and supervised data extraction
- Participated in inter-rater reliability check
- Planned and supervised the statistical analysis
- Drafted and revised the manuscript
REFERENCES


References


Burnaby, BC: Mental Health, Law, and Policy Institute, Simon Fraser University.


References


References


References


References


References


References


References


StataCorp (2007). *STATA statistical software: Release 10.1*. College Station, TX: StataCorp LP.


References


References


RAGEE SUPPLEMENT
R1 (Abstract). Include a structured abstract describing the study

Objectives: An actuarial model was developed in the MacArthur Violence Risk Assessment Study to predict violence in the community among patients who have recently been discharged from psychiatric facilities. This model, called the multiple iterative classification tree (ICT) model, showed considerable accuracy in predicting violence in the construction sample. The purpose of the study reported here was to determine the validity of the multiple ICT model in distinguishing between patients with high and low risk of violence in the community when applied to a new sample of individuals.

Methods: Software incorporating the multiple ICT model was administered with independent samples of acutely hospitalized civil patients. Patients who were classified as having a high or a low risk of violence were followed in the community for 20 weeks after discharge. Violence included any battery with physical injury, use of a weapon, threats made with a weapon in hand, and sexual assault.

Results: Expected rates of violence in the low- and high-risk groups were 1 percent and 64 percent, respectively. Observed rates of violence in the low- and high-risk groups were 9 percent and 35 percent, respectively, when a strict definition of violence was used, and 9 percent and 49 percent, respectively, when a slightly more inclusive definition of violence was used. These findings may reflect the “shrinkage” expected in moving from construction to validation samples.

Conclusions: The multiple ICT model may be helpful to clinicians who are faced with making decisions about discharge planning for acutely hospitalized civil patients.


Comment: A brief description including the study aims, sample, methods, principal results, and implications should be reported, in keeping with the specific journal’s requirements.
**R2 (Abstract).** Identify the article as a risk assessment study in which predictive validity is measured

---

**Background:** Current violence risk assessment instruments are time-consuming and mainly developed for forensic psychiatry. A paucity of violence screens for acute psychiatry instigated the development and validation of the V-RISK-10. The aim of this prospective naturalistic study was to test the predictive validity of the V-RISK-10 as a screen of violence risk after discharge from two acute psychiatric wards.

**Methods:** Patients were screened with V-RISK-10 before discharge, and incidents of violence were recorded 3, 6, 9 and 12 months after discharge. A total of 381 of the 1017 patients that were screened completed the follow up.

**Results:** The ROC-AUC values for any violent behaviour were 0.80 and 0.75 (p < 0.001) for the 3 and 12 months follow-up periods, respectively, and significant for both genders. The most accurate risk estimates were obtained for severe violence. For persons without a known history of violence prior to the screening, AUCs were 0.74 (p = 0.004) and 0.68 (p = 0.002).

**Conclusions:** Results indicate that the V-RISK-10 is a valid and clinically useful screen for violence risk after discharge from acute psychiatry, and even significant for patients without a known previous history of violence.


**Comment:** Predictive validity is defined as the extent to which an instrument-based estimate (e.g., total risk score, actuarial risk bin, or final risk judgment) predicts an outcome measure (e.g., arrest, conviction, or incarceration for a violent offense).
Objective: This study tested the interrater reliability and criterion-related validity of structured violence risk judgments made by using one application of the structured professional judgment model of violence risk assessment, the HCR-20 violence risk assessment scheme, which assesses 20 key risk factors in three domains: historical, clinical, and risk management.

Methods: The HCR-20 was completed for a sample of 100 forensic psychiatric patients who had been found not guilty by reason of a mental disorder and were subsequently released to the community. Violence in the community was determined from multiple file-based sources.

Results: Interrater reliability of structured final risk judgments of low, moderate, or high violence risk made on the basis of the structured professional judgment model was acceptable (weighted kappa=.61). Structured final risk judgments were significantly predictive of postrelease community violence, yielding moderate to large effect sizes. Event history analyses showed that final risk judgments made with the structured professional judgment model added incremental validity to the HCR-20 used in an actuarial (numerical) sense.

Conclusions: The findings support the structured professional judgment model of risk assessment as well as the HCR-20 specifically and suggest that clinical judgment, if made within a structured context, can contribute in meaningful ways to the assessment of violence risk.


Comment: Report the acronym(s) and/or full name(s) of the violence risk assessment instrument(s) whose predictive validity was examined in the study.
**R4 (Abstract).** State the nature of the principal outcome (e.g., violence, sexual violence, criminal offending, institutional misconduct)

Purpose: To investigate the validity of risk factors and established risk measures in predicting community violence in an acute mental health sample up to 20 weeks post-discharge.

Method: Prospective cohort follow-up study conducted between January 2006 and August 2007. Baseline assessments were conducted while participants were inpatients. The measures were rated following interview with the participants, record review and speaking to someone who knows the person well (e.g. friend, relative, carer). Baseline measures were then compared with frequency and severity of **violence in the community** post-discharge at 20 weeks.

Results: In the 20-week period post-discharge, 29 (25.4%) of the 114 participants were violent. All the risk measures and measures of impulsiveness and anger were predictive of violence where $p < 0.05$. The HCR-20 total, psychopathy and clinical factors were strongly correlated with the frequency of violence where $p < 0.05$.

Conclusions: The risk factors and risk measures that have been found to be predictive in forensic samples are also predictive in acute mental health samples, although the effects are not as large. Future research needs to be conducted with a larger sample to include investigation of differences in risk factors based on gender and social support. Services and clinicians need to consider how to integrate findings into useful frameworks to support decisions and contribute to managing risk. This should assist in identifying interventions aimed at preventing community violence.


Comment: The principal outcome is defined as that which was used as the primary dependent variable in predictive validity analyses.
R5 (Introduction). Provide the rationale and a summary of the scientific/theoretical background for the study

START has experienced quick uptake into clinical practice: We are aware of implementations in at least 10 countries, and the manual has been translated into four languages, with an additional four translations underway. However, only a handful of studies have examined the reliability and validity of START assessments (Braithwaite, Charette, Crocker, & Reyes, 2010: Chu et al., 2011; Gray et al., in press; Nicholls, Brink, Desmarais, Webster, & Martin, 2006; Nonstad et al., 2010). The original validation study was published by Nicholls et al. (2006). Evaluating START assessments completed by nurses, social workers, and psychiatrists regarding 137 male forensic psychiatric patients, Nicholls et al. found excellent interrater agreement overall (intraclass correlation coefficient, ICC₂ = .87, p < .001) and within professional disciplines nursing = .88; social work = .92; and psychiatry = .80; all ps < .001). The authors also reported significantly higher START total scores for patients who engaged in aggression over the 12-month follow-up: any aggression to others (M = 75.66 vs.65.86), verbal aggression (M = 75.86 vs. 66.82), aggression against objects (M = 77.90 vs. 68.00), physical aggression against others (M = 76.32 vs. 68.25), violence against others (M = 81.82 vs. 69.12), and sexual aggression (M = 80.63 vs. 70.24; all ps < .05). Receiver operating characteristic (ROC) analyses of a subsample of 50 patients who remained hospitalized throughout follow up revealed good validity in predicting verbal aggression (area under the curve [AUC] = .72, SE = 0.07, p < .001), physical aggression against objects (AUC = .67, SE = 0.08, p < .05), physical aggression against others (AUC = .70, SE = 0.08, p < .01), and sexually inappropriate behavior (AUC = .92, SE = 0.10, p < .05).

Results of this research are promising, but further evaluation is necessary for several reasons. The predictive validity of the final risk estimates, one of the identifying features of the structured professional judgment approach (Singh, Grann, & Fazel, 2011; Skeem & Monahan, 2011), has only been examined in two studies (Braithwaite et al., 2010; Gray et al., in press), and the validation samples have been quite small (ns = 34-50). Furthermore, there have been several significant changes to the instrument since these evaluations. Now, each of the 20 START items is scored in terms of both vulnerability and strength, and final risk estimates of low, moderate, or high are made across seven outcome domains (Webster et al., 2004). In 2009, the authors published a text revision of the START manual (Version 1.1; Webster et al., 2009), which included content updates to three items (Mental State, Emotional State, and Treatability), explicit operationalization of START components left undefined in the 2004 consultation edition of the manual (e.g., each of the risk outcome domains, strengths and vulnerabilities, and key and critical items), and specification of coding time frames (i.e., item ratings based on functioning over the past 2 to 3 months or since the previous START assessment).


Comment: The rationale for the study is defined as the reason why the present investigation is necessary given existing evidence. Describing the scientific/theoretical background for the study serves to situate the investigation in light of previous research, contemporary legal statutes, organizational and/or government reports, and relevant clinical guidelines.
R6 (Introduction). State the research question(s) and/or study aim(s)

The present study is part of a large-scale research project concerning the clinical, criminological, and legal aspects of sexual murderers using a comprehensive and comparatively large sample of offenders convicted of sexually motivated murder in Germany (e.g., Berner et al., 2008; Briken, Habermann, Kafka, Berner, & Hill, 2006; Briken, Nika, & Berner, 1999; Hill, Habermann, Berner, & Briken, 2006; Hill, Habermann et al., 2008; Hill, Ujeyl et al., 2008; Ujeyl et al., 2008). The main aim of the present study was to examine the predictive accuracy of four well established risk assessment instruments: the Static-99 (Hanson & Thornton, 2000), the Historical-Clinical-Risk Management-20 (HCR-20; Webster, Douglas, Eaves, & Hart, 1997), the Sexual Violence Risk-20 (SVR-20; Boer, Hart, Kropp, & Webster., 1997), and the Psychopathy Checklist-Revised (PCL-R; Hare, 2003). In order to achieve comparability with the existing status of risk assessment research we used commonly used effect sizes for the investigation of the predictive accuracy of the instruments. Furthermore, we examined different recidivism criteria in order to prove differential effects, and we investigated the predictive accuracy of the different subscales and the individual items of the instruments as well.


Comment: Identify the main points of inquiry that the present research sought to answer. Whereas the rationale and scientific/theoretical background serve to provide larger context within the field, the research question(s) and specific aims(s) focus more precisely on the particular issues addressed in the present study.
R7 (Methods). Report the sample size

Participants were 99 male adolescents who had been released from custody. They had been at liberty for a minimum of 12 months and were traced on the Home Office Police National Computer (HOPNC). The 99 participants constituted 80.5% of a baseline sample of 123 male adolescents who had been assessed on measures of personality and risk while in custody.


Comment: Identify the number of participants in the study.
R8 (Methods). Report the sex/gender composition of the sample

Between April 15, 2005 and December 31, 2007, the clinical staff completed 258 START assessments of 61 patients. Of these, 47 could be included in the validation study because they had been in the hospital for three months after their first START assessment. **These were 39 men (83%) and eight women (17%).**


**Comment:** Provide the number and/or percentage of the participants who were men/male and/or women/female.
R9 (Methods). Report the average age at assessment (with dispersion parameter)

Average age at discharge from inpatient forensic psychiatric care, release from prison or onset of probation was 34.07 (SD = 11.00, range 16-58) years. … The study had a retrospective follow-up design. Subjects were followed from release until first event of a sexual or a violent non-sex reoffence resulting in a new criminal conviction, or the end of follow-up (June 1\textsuperscript{st}, 1999).


Comment: The mean age should be reported in years. A dispersion parameter should be reported to describe spread, using a standard deviation or confidence interval. In cases where the distribution is skewed, a median and interquartile range may be substituted.
R10 (Methods). Report the index offense composition of the sample

The breakdown of the sample by current offence at the start of sentence was as follows: 61 violent (28.2%), 28 burglary (13.0%), 21 theft (9.7%), 15 sexual (6.9%), 7 fraud and forgery (3.2%), 3 criminal damage (1.4%), and 81 (36.1%) offenders were convicted for a diverse range of offences, including motoring, drugs, and financial crimes.


Comment: When the study sample involves a correctional and/or forensic population, provide the number and/or percentage of the participants who engaged in each type of act that resulted in contact with the criminal justice or forensic mental health setting where risk assessments took place. This item may not be relevant for non-forensic samples.
R11 (Methods). Report the characteristics of groups that underwent subgroup analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>MIC  (n = 101)</th>
<th>MIOF (n = 100)</th>
<th>Jail  (n = 107)</th>
<th>Total  (n = 308)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>18 (17.8)</td>
<td>14 (14.0)</td>
<td>28 (26.2)</td>
<td>60 (19.5)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>54 (53.5)</td>
<td>46 (46.0)</td>
<td>48 (44.9)</td>
<td>147 (47.9)</td>
</tr>
<tr>
<td>White</td>
<td>29 (28.7)</td>
<td>40 (40.0)</td>
<td>31 (29.0)</td>
<td>100 (32.6)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>44 (43.6)</td>
<td>71 (71.0)</td>
<td>61 (57.0)</td>
<td>175 (57.0)</td>
</tr>
<tr>
<td>Female</td>
<td>57 (56.4)</td>
<td>29 (29.0)</td>
<td>46 (43.0)</td>
<td>132 (43.0)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>59 (58.4)</td>
<td>83 (83.0)</td>
<td>68 (63.6)</td>
<td>210 (68.4)</td>
</tr>
<tr>
<td>40-61</td>
<td>42 (41.6)</td>
<td>17 (17.0)</td>
<td>39 (46.4)</td>
<td>97 (31.6)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single or divorced</td>
<td>86 (85.1)</td>
<td>83 (83.0)</td>
<td>97 (90.7)</td>
<td>265 (86.3)</td>
</tr>
<tr>
<td>Married</td>
<td>15 (14.9)</td>
<td>17 (17.0)</td>
<td>10 (9.3)</td>
<td>42 (13.7)</td>
</tr>
</tbody>
</table>

Note: Values are \(n\) (%). MIC = Mentally Impaired Caseload; MIOF = Mentally Impaired Offender Facility; SSI = Supplemental Security Income; Unavail = Data not available.


Comment: Provide the same (or a relevant subset of) descriptive characteristics for groups that underwent subgroup analysis as were provided for the overall sample. This may be done in the text or in a table as in the example above.
R12 (Methods). Report the acronym(s) and full name(s) of the instrument(s) under investigation with appropriate reference to source document

**The Psychopathy Checklist-Revised (PCL-R; Hare, 1991)** contains 20 items, each scored on a 3-point scale from 0 to 2, giving a total score ranging from 0 to 40. It was developed as a measure of the extent to which an individual matches Cleckley’s (1941) description of the prototypical psychopath, and has been found to be a good predictor of violent recidivism (Dolan & Doyle, 2000).


Comment: A source document is a report that initially presents an instrument’s items, discusses its appropriate use, and provides information on psychometric validation. Appropriate source documents include articles, books, government reports, Masters theses, doctoral dissertations, and conference presentations, with preference given to published manuals and peer-reviewed instrument development studies.
R13 (Methods). Report the number of items on the instrument(s) under investigation.

The VRAG (Quinsey et al., 1998) comprises 12 items, including such items as the Psychopathy Checklist Revised (PCL-R; Hare, 2004) score (which in turn has 20 items), elementary school adjustment, offender’s age at time of index of fence, etc. If we could not score a particular item then that item was rated as a ‘0’. We note that the updated manual (Quinsey et al., 2006) pro-rating is now recommended. We did not score the VRAG if more than four items could not be scored.


Comment: This value should represent the total number of originally published items on each instrument whose predictive validity was measured in the study. Modifications to the instrument(s), such as systematically omitted items, should be reported separately.
R14 (Methods). Report the approach by which the assessment information from the instrument(s) under investigation is organized into an overall evaluation of risk

**J-SORRAT-II.** The J-SORRAT-II is a 12-item **actuarial tool** designed for assessing risk of violence among male juvenile offenders who were 12 to 18 years old at the time of their index sexual offense (Epperson et al., 2005). A number of items on the J-SORRAT-II focus on the youths’ sexual and nonsexual offense history (e.g., number of adjudications as a sex offender, number of victims in sex offenses). Other variables examine youths’ treatment history (i.e., completion of sex offender treatment), school history (e.g., special education), and past victimization experiences (e.g., number of physical abuse victimization events).


**Comment:** Common approaches in forensic risk assessment combine information gathered at the item level using one of two strategies to arrive at a risk estimate. The first of these approaches is actuarial assessment, which involves the estimation of the likelihood of future antisocial behavior by assigning numerical values to factors associated with offending. These numbers are then combined using a statistical algorithm to translate an individual’s total score into a group-based probabilistic estimate of future antisocial behavior. The second approach is referred to as structured professional judgment (SPJ), which involves aide-mémoires that guide assessors to estimate risk after reviewing empirically- and theoretically-based risk and/or protective factors.
R15 (Methods). Report the population for which the instrument(s) under investigation was intended to be used

The START is a structured professional judgment guide for the assessment of seven often interrelated risks associated with mental, substance use, and personality disorders in adults: violence to others, self-harm, suicide, unauthorized leave, substance abuse, self-neglect, and being victimized. The instrument consists of 20 dynamic factors that are assessed for both Strength and Vulnerability on a 3-point ordinal scale from 0 (minimally present) to 2 (maximally present). Strength and Vulnerability ratings should be scored independent of one another, and a patient may be scored high (or low) on both Strength and Vulnerability for any particular item. For example, a patient may receive a high Vulnerability rating for relationships (Item 2) if he or she is involved in an abusive intimate relationship but also may receive a high Strength rating if he or she has a warm, loving, and reciprocal relationship with his or her parents, other family members, or peers. Based on item ratings, identification of key and critical items (i.e., items that are particularly relevant, either recently or historically, to individual risk), and consideration of historical factors, assessors estimate risk as low, moderate, or high for each of the seven outcome domains. Strength and Vulnerability total scores can be calculated for research purposes by summing the item ratings (possible range = 0–40). START is intended for use with both inpatient and outpatient populations in civil psychiatric, forensic psychiatric, and correctional settings.


Comment: Relevant description of the population may include: setting (institutional/inpatient vs. community/outpatient), forensic status (forensic vs. non-forensic), age (adult vs. juvenile), sex (men vs. women), and whether the instrument was designed to be used in mental health and/or correctional contexts.
R16 (Methods). Report the outcome(s) that the instrument(s) under investigation was intended to assess

The Violence Risk Appraisal Guide (VRAG) is an actuarial violence risk assessment developed on 618 violent offenders evaluated in a maximum security forensic psychiatric facility. Most in this development sample were convicted before or after the evaluation while a minority was found not guilty by reason of insanity; about a quarter met the diagnostic criteria for a psychotic disorder. In development, the VRAG’s items were selected for their ability to provide independent and incremental information about the likelihood that subjects later met the operational definition of violent recidivism – a criminal charge for a violent offense or reinstitutionalization for violent conduct that would otherwise have resulted in a criminal charge.


Comment: Provide both the type of outcome (e.g., violent, sexual, general offending) as well as the source of outcome detection (e.g., criminal charges, arrest, conviction, incarceration, self-report, collateral interviews). As risk assessment instruments other than those adopting the actuarial approach may not have been intended to assess the likelihood of an outcome detected via a particular source, the latter criterion may not be relevant for all risk assessment instruments.
R17 (Methods). Report the length of follow-up for which manual-recommended probability estimates of risk were derived for the instrument(s) under investigation.

The SORAG is an actuarial risk assessment tool for sexual offenders that was developed by Canadian forensic researchers. This instrument is a modification of the Violence Risk Appraisal Guide (VRAG; Quinsey et al., 2006), which was developed to predict violent and sexual recidivism among adult male offenders; 10 of the 14 items of the SORAG are the same as in the VRAG. The SORAG is conceptualized for sexual offenders to assess violent recidivism risk, which includes sexual offences involving physical contact with the victim. The instrument consists of 14 weighted items: lived with biological parents up to age 16, elementary school maladjustment, history of alcohol problems, marital status, criminal history for nonviolent offences, criminal history for violent offences, previous convictions for sexual offences, sexual offences against girls under age 14 only, failure on prior conditional releases, age at index offence, *Diagnostic and Statistical Manual of Mental Disorders* (3rd ed.) (American Psychiatric Association, 1980) criteria for any personality disorder, *DSM-III* criteria for schizophrenia, phallometric test results indicating pedophilia or sexual sadism, and PCL-R score. Based on the total score the evaluator can allocate the offender to one of nine risk categories. By means of these risk categories, it is possible to infer to empirically calculated probabilities of violent (including sexual) recidivism after 7 and 10 years at risk, respectively.


Comment: This information is routinely available in instrument manuals and development studies. This item may not be relevant for non-actuarial risk assessment instruments, as the generation of probabilistic risk estimates is unique to the actuarial approach.
R18 (Methods). Report the cut-off score(s) and/or risk categories that the instrument(s) under investigation was designed to use to classify risk level.

The Static-99 is composed of 10 historical risk factors (see Table 2) that have to be coded from file information. The factors add up to a maximum total score of 12 that is subsequently translated into four risk categories: low (0-1), medium low (2-3), medium high (4-5) and high (6 or more; Hanson & Thornton, 1999).


Comment: Cut-off scores and risk categories established by the developers of the instrument(s) should be reported. If the study used different cut-off scores and/or risk categories than those identified by the instrument developers, this should also be stated.
R19 (Methods). Report whether risk assessments were conducted in the context of research or practice.

One hundred thirty-two youth in custody were invited to participate in the study. Of these, parent/legal guardians refused consent for 28 youth (21%), five youth refused consent (4%), and one youth withdrew partway through the study (<1%). Furthermore, 19 of these youth (14%) did not receive SAVRY ratings due to insufficient collateral information to code the measure or because the youth did not complete a research interview. We invited 102 youth from the mental health assessment center to participate. Of these, 19 youth refused consent (19%) and two youth withdrew partway through the study (2%). Sixteen of these youth (16%) did not receive SAVRY ratings for the same reasons listed above. The gender and age composition of youth who did not participate in the study was not significantly different from youth who consented to participate (for gender, $\chi^2 = 0.31, P>.05$; for age, $F(1,226) = .78, P>.05$).


Comment: Studies conducted in a research context are those in which the risk assessment instruments under investigation were not administered as part of routine practice. Studies conducted in a practice context are those in which the risk assessment instruments under investigation were administered as part of routine practice. As the example above suggests, this criterion can be met by stating that risk assessments were conducted as part of a voluntary research process.
R20 (Methods). Identify when risk assessments occurred (e.g., pre-admission, admission, release, post-release)

The HCR–20 consists of 20 items: 10 items related to historical factors (e.g. employment problems, history of mental illness), 5 items related to current clinical presentation (e.g. lack of insight, current symptoms of major mental illness) and 5 items related to future risk factors (e.g. lack of personal support, non-compliance with remediation attempts). Each item was scored as 0 (not present), 1 (partially or possibly present) or 2 (present), leading to a maximum total score of 40, and maximum sub-scale scores of 20 for the historical scale and 10 for the clinical and risk scales. If insufficient information was available we omitted the item score but pro-rated the scale and sub-scales (by taking the average score on scale or sub-scale). If too many items were omitted (more than five in total, two for the historical scale and one for the clinic and risk scales), then the assessment was considered invalid and omitted from the analysis. In all we were able to score 887 patients at their point of discharge.


Comment: Describe the time point at which risk assessments were systematically performed. If the study design calls for repeated assessments at multiple time points, report the completion rate at each time point.
R21 (Methods). Report the number of assessors in the study as well as their training in the administration of the instrument(s) under investigation

The Static-99 was scored at the time of the 1989/90 release using only that information available at the release date. The Static-99 was scored for each case by one investigator trained in the coding rules who had extensive experience using the Static-99 in sexually violent predator evaluations.


Comment: Relevant information regarding training includes formal certification through attendance of workshops and/or seminars on the administration of the instrument and/or supervision by formally trained assessors. If different instruments under investigation were administered by different assessors, specify this.
R22 (Methods). Identify the source(s) of information used to administer the instrument(s) under investigation

All measures were coded from the correctional files of participants, an acceptable research method according to the measures’ manuals. The PCL measures and HCR-20 recommend the use of an interview for clinical purposes, although file-based coding is acceptable and permissible for research purposes. Further, although the HCR-20 recommends the use of a “low, moderate, high” structured final risk judgment, the manual also states that risk is generally assumed to increase with increases in the number of risk factors, making the evaluation of HCR-20 scores a necessary component of its overall evaluation (a procedure described by Douglas & Kropp, 2002). The files are detailed and often voluminous, containing social, psychological, psychiatric, medical, criminal, and legal reports and information.


Comment: Sources of information used to administer risk assessment instruments may include: criminal justice records, clinical records, school records, interviews (with evaluatee, family members, probation officers, service providers), mental health examination reports, and neuropsychological testing results.
R23 (Methods). Describe any modifications made to the instrument(s) under investigation.

As it was considered by the present authors to be unclear whether an offense was a noncontact sex offense or not based on the CPIC files alone and the very low frequency of official charges for noncontact sex offenses in our sample, a zero was assigned to every offender for this Static-99 item. Sex, age, number of victims, and relationship to victim (i.e., stranger, acquaintance, relative) were gathered from self-report data and used to score the corresponding Static-99 and SORAG items. Item 8 of the SORAG (“female victims under 14 years”) was scored as yes if the offender had only female victims under age 16, as this was the closest approximation of the item available for the present sample.


Comment: Modifications made to risk assessment instruments may include: systematically adding or removing certain items or subscales, changing the scoring or weighting of items, altering cut-off thresholds or risk categories, and the use (or lack thereof) of prorating.
**R24 (Methods).** Report the geographical location and clinical setting in which risk was assessed.

All subjects suspected of having committed a sexual offence, who underwent a formal forensic psychiatric evaluation (FPE) for the court at the Department of Forensic Psychiatry, Aarhus University Hospital, or at the Clinic of Forensic Psychiatry, Ministry of Justice in Copenhagen, Denmark, between 1 January 1978 and 31 December 1992 (n = 445), were followed for 10.25 years as part of a larger retrospective follow-up study.


**Comment:** Geographic location may be reported by specifying the country, region, state, city, and/or institution as appropriate. Clinical settings may include hospitals and clinics (inpatient or outpatient), correctional institutions, and/or community corrections (parole or probation offices).
R25 (Methods). Describe the method(s) used to recruit participants

Participants were randomly selected from a list of all male offenders released from the two facilities during the specified period. Researchers randomly chose a starting position on the list and then selected every other file.


Comment: Recruitment methods may include purposive selection of a subsample with specific characteristics (e.g., individuals with a substance use disorder), sequential sampling of eligible individuals during a particular time frame, convenience sampling, random selection, opt-in, opt-out, or the evaluation of total cohort. If any payments or other compensation was offered for participation, specify these.
R26 (Methods). Identify the temporal design of the study (prospective or quasi-prospective)

The **prospective cohort follow-up design** chosen was modelled on the MacVRAS to evaluate the predictive validity of historical, dispositional and clinical risk factors and to test the hypothesis that the non-forensic participants with high baseline scores on the VRAG, HCR-20 and VRS will be significantly more likely to be violent up to 20 weeks post-discharge than participants with low scores.


**Comment**: A prospective design is defined as a study design in which risk assessment instruments are administered, and participants are subsequently examined at a future time to determine whether the outcome(s) of interest occurred. A quasi-prospective design (sometimes referred to as “postdiction” or “retrospective prediction”) is defined as a study design in which risk assessment instruments are completed by a rater using information available at a past time point, and whether the outcome(s) of interest occurred is assessed at a second time point either in the future or in the past based on available archival information. If the study was quasi-prospective, state whether assessors were blind to outcome occurrence at the time when the risk assessment instrument was administered.
**R27 (Methods).** Identify the setting in which participants were followed to ascertaining whether the outcome(s) of interest had occurred.

**Twenty weeks after hospital discharge was chosen as the time frame for the analysis here because this was the period during which the prevalence of violence by patients in the community was at its highest (Steadman et al, 1998).** Research interviewers attempted two follow-up interviews with enrolled patients in the community during this period, approximately 10 weeks apart. … Patients and collaterals independently were asked whether the patient had been involved in any of several categories of violent behavior in the past 10 weeks (Lidz et al, 1993).


**Comment:** Commonly used follow-up contexts include intra-institutional settings (e.g., jail, prison, hospital) or the community (including outpatient clinic settings). Hospital or outpatient care may be forensic (under court jurisdiction) or non-forensic. If participants were followed across multiple settings, specify each.
R28 (Methods). Report the average length of follow-up and time at risk (with dispersion parameter, if not fixed), including a description of periods subtracted from follow-up time (e.g., incarceration and/or hospitalization)

Inpatient violence was coded from the date of the index admission. The average length of stay for patients in our sample was 108 days (SD=871.14 days, range=8–6366 days). At the time of completing the HCR-20, PCL:SV, and VSC, the raters were blind to whether or not patients were violent following community release. Depending on when they were discharged, patients were tracked in the community for an average of almost two years (M=690.26 days, SD=184.31 days, range from 312 days to 1053 days). To increase the likelihood that comprehensive and reliable follow-up data were obtained, multiple sources were used (e.g. psychiatric hospital records, review panel office records, coroner records, additional psychiatric hospital and unit records from 16 general hospitals throughout the province with designated psychiatric units, BC Forensic Psychiatric Services records, and corrections/criminal records). Despite the limitations inherent in not using follow-up interviews with the patient and collaterals (see Steadman et al., 1998), prior research has evidenced an acceptable base rate of follow-up community violence using strictly archival methods (see Harris, Rice, & Quinsey, 1993; McNiel et al., 2003; Menzies & Webster, 1995). The University Research Ethics Review Committee at Simon Fraser University and the Ministry of the Attorney General Corrections Branch approved the research protocol.

To incorporate the length of time from the day of release from the hospital until the first incident of community violence, four survival analyses were carried out for men and women. Cutting scores of _20 on the HCR-20 total and _8 on the PCL:SV total were used. Analyses for community violence took into account any time the patient spent institutionalized (e.g. hospitalized, jail). The outcome variables for these analyses included any violence, physical violence, any crime, and violent crime following hospital discharge.


Comment: Length of follow-up is defined as the amount of time during which participants were observed to determine whether the outcome(s) of interest occurred. Time at risk is defined as the amount of time during which participants had the opportunity to engage in the outcome(s) of interest. Thus, in some studies (e.g., fixed follow-up studies) the length of follow-up and time at risk can be equivalent. However, time at risk can be decreased if other events intervene to reduce the participant’s opportunity to engage in the outcome. For example, if the outcome is community violence, then periods of time in detention or hospital may be subtracted. Dispersion parameters, such as a standard deviation or confidence interval, should be reported to provide a measure of spread.
R29 (Methods). Specify the event(s) coded as meeting outcome criteria (e.g., assault, rape, homicide)

Violent recidivism was operationally defined as any criminal charge for a violent offense against persons (assault, assault causing bodily harm, wounding, attempted homicide, homicide, kidnapping, forcible confinement, armed robbery, and all “hands-on” sexual offenses) that occurred subsequent to the index offense. Also included were any actions that resulted in patients being returned to maximum security (only males could qualify) that, in the judgment of the research assistants, would otherwise have resulted in such a criminal charge (<15% of violent


Comment: If the outcome of interest was not restricted to specific events (e.g., any violent offense), state this and provide examples of events included in the definition (e.g., assault, homicide, rape, robbery). In cases where the outcome of interest was restricted to specific events, list these.
R30 (Methods). Identify the type (e.g., arrest, charge, conviction, incarceration) and source (e.g., criminal records, self-report, collateral) of information used to detect outcome occurrence.

**Reconviction data was obtained from the Offenders Index database**, a national database covering convictions incurred in England and Wales. **Offenders were classified according to whether or not they had a sexual reconviction.** Note that those reconvicted for other kinds of offense were included in the “not sexually reconvicted” group.


**Comment**: The *type* of information refers to the measurable and observable criterion that is used as an outcome. The *source* of information is defined as the documentation used to detect whether outcomes had occurred. In select cases, both the type and source of information will be the same (e.g., self-report of violence).
R31 (Methods). Describe the statistical methods used to conduct all analyses, and report the purpose of each analysis.

To determine the predictive validity of the revised 20-item version of the DA with its weighted scoring, the investigators used data reported from the attempted femicide cases and abused controls on the revised 20-item DA. The ability of the revised DA to correctly identify the attempted femicide cases, an independent sample, was evaluated through plots of ROC curves. Receiver operating characteristic curves represent the sensitivity and 1-specificity of a measure at each successive unit that could be a potential threshold for high risk designation. We developed estimates of the area under the ROC curve (AUC), and tested whether the AUC was greater than the chance diagonal (.500), the average value under random prediction methods. In addition, we calculated sensitivity and specificity using each of the top three levels of danger (increased danger, severe danger, and extreme danger) as a threshold for being designated high risk for attempted femicide. In addition, we also compared the mean scores on the revised 20-item DA between the three study groups (e.g., femicide, attempted femicide, and abused controls) using analysis of variance (ANOVA) and Tamhane’s T2 statistic for testing whether pairwise comparisons of group means were equal when the variance differs between the groups.


Comment: Describe statistical procedures in sufficient detail as to allow for replication of the main steps of analyses, and briefly provide a rationale for the choice of procedures.
R32 (Methods). Report whether risk scores and/or risk categories of the instrument(s) under investigation were used as an independent variable in analyses.

The predictive validity of the violence risk assessment method was studied by logistic regression analysis. Separate analyses were performed (1) for the occurrence of any incident of violent or criminal behavior in the subsequent observational period (regardless of the occurrence of any risk enhancing behavior) and (2) for the occurrence of any risk enhancing behavior (regardless of the occurrence of any violent or criminal behavior). The predictors studied consisted of the mean scores on the historical, clinical and situational subscales of the HKT-30, the final risk judgment by the case manager based on the HKT-30, the HoNOS-MDO mean score, and the total numbers of needs and unmet needs as assessed by the case manager on the CANFOR.


Comment: In cases where risk scores were used for some analyses and risk categories for others, specifically report what was used as the independent variable in predictive validity analyses.
R33 (Methods). Identify the statistical significance level used

The data were analysed by SPSS 16.0 for Windows. Intraclass correlation coefficients were used to estimate the interrater reliability for the V-RISK-10 sum score and for each item. Receiver operating characteristics (ROC) analysis was used to measure the predictive accuracy of the instrument, as ROCs are recommended for use in risk assessment studies for they are less dependent on the base rate of aggression (Mossman 1994, Douglas et al. 1999). This analysis forms a function of the true positive rate (Sensitivity) and false positive rate (Specificity). The area under the curve (AUC) displays a summary measure for the discrimination efficiency of a scale. This can range from 0.5 to 1.0 indicating the chance of a perfect ability of discrimination. One-way ANOVA was employed to analyse the possible differences between sum scores and the selected category of violence risk level assessed (low, moderate, high). The possible differences in sum scores between three groups in terms of outcome recommendation were also analysed using one-way ANOVA, and t-tests and chi-square were also used. A conventional 5% significance level and 95% confidence interval (CI) were employed for all analysis.


Comment: The statistical significance level is the threshold the investigators used to identify a likely false positive effect.
R34 (Methods). Describe any subgroup analyses planned *a priori*

The first analytic objective was to compare the prevalence of antisocial attitudes among the adolescent offenders to the CTS norms reported for adults in Knight et al. (2006). First, the adolescent means on each scale were compared with the adult means reported in Knight et al. (2006). Comparisons were made using an effect size statistic (Cohen’s $d$) rather than a traditional test of significance. Because a significance test is heavily dependent on the specific sample size for the comparison, an index that was independent of the sample size was chosen. **Part of this objective was to determine how the study sample compared to the adult norms in terms of the variability of responses about the mean for each scale. To accomplish this objective, the percentage of the adolescent sample that was greater or less than two adult norm thresholds, the 33rd and the 67th percentiles (Knight et al., 2006), was compared.**


**Comment:** *A priori* analyses are defined as those planned before the start of data analysis.
R35 (Methods). Report inter-rater reliability for administration of the instrument(s) under investigation (if conducted). If inter-rater reliability was not assessed, clarify why not

Reliability of the actuarial instruments was assessed by comparing scores generated by the two independent codings. Intraclass correlation coefficients were .96 (95% confidence interval [CI] = .84, .99) for the VRAG, .95 (95% CI = .81, .99) for the RRASOR, .87 (95% CI = .57, .97) for the Static-99, and .96 (95% CI = .86, .99) for the SORAG.


Comment: Commonly reported performance indicators for measuring inter-rater reliability in the forensic risk assessment literature include Cohen’s kappa coefficient (κ) and the intraclass correlation coefficient (ICC).
R36 (Methods). Include at least one discrimination performance indicator when measuring predictive validity

To test Hypothesis 1 on validity, the predictive validity was assessed by means of ROC analysis (Mossman, 1994; Rice & Harris, 1995). We chose this statistical method because it is less reliant than other statistical analyses (like correlation coefficients) on base rates for recidivism and the particular cut-off score chosen to classify cases. Also, normality need not be assumed (Rice & Harris, 1995). ROC analyses result in a plot of the true positive rate (sensitivity) against the false positive rate (1 – specificity) for every possible cut-off score of the instrument. The resulting AUC can be interpreted as the probability that a randomly selected reoffender would score higher on the instrument than a randomly selected nonreoffender.


Comment: The predictive validity of risk assessments can be divided into two components: discrimination and calibration. In the context of structured risk assessment, discrimination describes an instrument’s ability to retrospectively differentiate between those who engaged in the outcome of interest and those who did not. Examples of discrimination indicators include odds ratios, correlation coefficients, and the area under the receiver operating characteristic curve. In contrast, calibration describes the instrument’s level of fit between prospectively predicted and observed risk. Examples of calibration indicators include the positive and negative predictive values as well as the number needed to detain and number safely discharged. For a review of discrimination and calibration performance indicators, see Singh (2013).
**R37 (Results).** Report the rate of attrition

Fifty-nine of the 390 participants could not be reached for follow-up interviews. Thus, there is complete follow-up data for 331 patients (67% of all approached) where of 34 (10%) participated only in the 10 week follow-up, 23 (7%) only in the 20 week follow-up, and 274 (83%) gave interviews on both occasions. For 83 participants (25%), additional collateral follow-up data was retrieved. A comparison of the patients with and without any follow up interview is shown in Table 1.


**Comment:** Attrition is defined as the loss of participants over the course of the study. Sources of attrition should be described, if known, including death, emigration/deportation, name changes, voluntary drop-out, inability to contact the participant and inability to obtain information from records upon follow-up.
**R38 (Results).** Report the outcome occurrence rate for the entire sample as well as for relevant subgroups

The recidivism rate at one year post-release was 64%, with significantly more males ($n=146, 70.5\%$) than females ($n=41, 49.4\%$) reporting either being arrested or having committed an undetected crime ($\chi^2 = 11.55, p<.01$). The rate of violent recidivism was 17%, with significantly more males ($n=42, 20\%$) than females ($n=8, 9.6\%$) reporting having been arrested or having committed undetected violent criminal acts ($\chi^2 = 4.78, p<.05$).


**Comment:** Specify the number of individuals who completed follow-up (with a percentage of the total sample, for comparison) who were found to have engaged in the outcome of interest. Relevant subgroups are those that underwent subsequent analyses.
R39 (Results). Report predictive validity performance indicators for each outcome of interest as specified in the Methods with associated dispersion parameters.

ROC analyses were performed to assess the predictive validity of the Static-99 and the SORAG. For sexual recidivism, the Static-99 yielded an area under the curve (AUC) of .70 (SE = .05, CI = .60-.79) and the SORAG yielded an AUC of .65 (SE = .06, CI = .52-.76). The corresponding correlation coefficients were .18 and .17 for the Static-99 and SORAG, respectively. To assess the relative predictive accuracy of the Static-99 and SORAG, their respective AUCs were compared. The difference was nonsignificant (Z = .97; p > .30) indicating that performance was similar for both measures. ... For violent (including sexual) recidivism, both the Static-99 and the SORAG yielded an AUC of .69 (SE = .04, CI = .60-.77). The corresponding correlation coefficient was .23 for both the Static-99 and SORAG. As is evident from visual inspection of these results, the difference between the AUCs of the respective measures was nonsignificant (Z = .04; p > .90).


Comment: Performance indicators statistically measure an instrument’s ability to either prospectively or retrospectively assess the likelihood of an outcome of interest. Dispersion parameters, such as a standard deviation of confidence interval, provide a measure of spread.
R40 (Results). Report the number of participants with each risk score and/or in each risk category and how many went on to engage in the outcome(s) of interest

<table>
<thead>
<tr>
<th>Static-99 Risk category</th>
<th>n (%)</th>
<th>Recidivists</th>
<th>Non-recidivists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0 (0)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Medium-low</td>
<td>11 (41)</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Medium-high</td>
<td>10 (37)</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>High</td>
<td>6 (22)</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>


**Comment**: Present the rates of the relevant outcomes by category of assessed risk. This outcome information may be displayed in a contingency table as above or in the text.
**R41 (Results).** Report the results of subgroup analyses planned *a priori* as specified in the Methods

In the PD cohort, the VRAG predicted 2-year violent failures with an AUC of the ROC of .68 (95% CI=.62 to .73). At a cutoff of 13 points, sensitivity was .57 and specificity was .71. Positive and negative predictive values were .40 and .83, respectively. The H-10 had an AUC of the ROC of .71 (95% CI=.66 to .76). At the inflexion cutoff of 12, the sensitivity of H-10 was .72 and the specificity was .60. The positive predictive value was .38, and the negative predictive value was .86.

In the schizophrenia cohort, the receiver operating curve of the VRAG mounted an area of only .60, which is not significantly larger than that of the .50 line of no information (95% CI=.50 to .69). At a cutoff of 0 points, sensitivity was .68, specificity was .53, positive predictive value was .20, and negative predictive value was .91. The H-10’s AUC of the ROC was .66 (95% CI=.56 to .75). At a cutoff of 8 points on the H-10, its sensitivity was .88 and its specificity was .36 (positive and negative predictive values were .19 and .95, respectively).


**Comment:** *A priori* analyses are defined as those planned before the start of data analysis.
R42 (Results). Describe and report the findings of any post hoc analyses conducted

Since the aim of the studied instruments is to predict future violence in violent offenders, analyses were repeated only for the respondents who committed violent offences before TBS treatment ($n = 30$). Six of the seven recidivists belong to this group. Of these 30 respondents, 16 had serious addiction problems. Five of the seven recidivists belonged to the group of ex-patients with past violence combined with severe addiction. Table 4 gives an overview of the sensitivity and specificity values connected with these variables when predicting future criminal violence. Designating violent female offenders with addiction problems as possible recidivists reduces the false positive rate by a factor of two. However, as specificity rises, sensitivity is reduced, which is a general problem in risk assessment.


Comment: Post hoc analyses are defined as those not planned before the start of data analysis.
R43 (Discussion). Provide a summary of the principal findings, including a discussion of their relevance in the context of the current literature

The primary goal of this research was to see if two well-established instruments for the prediction of future violence, the VRAG and the HCR-20, were applicable to a black population in the UK. Our results show that the accuracy of prediction of future violent reconvictions were good for both instruments and closely resembled the prediction efficacy for the white population. As such we believe that this study provides a sound evidence base for the use of both of these instruments within this particular ethnic minority group discharged from medium secure psychiatric services within the UK. Of course, this does not necessarily mean that these instruments will also be effective in other ethnic minority groups, or that other instruments will also be effective in this ethnic group. Clearly further research is needed to secure a sound evidence-base for these populations. **However, the converging evidence, to which this study is supportive, appears to be that the combination of a few out of several possible risk factors can be used to produce an effective prediction instrument and that these factors appear to cross most racial and cultural boundaries.** Hence, while this direct evidence is needed, it would seem likely that these instruments will be effective in other ethnic groups.


Comment: After summarizing the results of the study, the discussion section should articulate the findings with those of other studies in the literature and suggest potential implications for relevant stakeholder groups (e.g., researchers, practitioners, and policymakers).
There are several limitations to this study. First, prospective predictive research is hampered by the clinical goals of risk assessment, i.e. risk management and prevention (Dernevik et al., 2002; Hart, 1998). Hart (1998) stated that predictions of violence are not passive assessments, but decisions that influence services delivered to individuals: “Clinicians are bound - morally, ethically, and legally - to try to prove themselves wrong when they predict violence and take every reasonable action to prevent violence” (p. 365). In our study, clinicians were able to use the results of the HCR-20 ratings, for instance, for decisions concerning leave. Thus, it is very likely that risk management was influenced by the results of the risk assessment, for instance, high risk patients were not released from the hospital, or were separated if the risk of inpatient violence was judged to be high. So, the AUC values we obtained were already high, but might have been even higher if the results had not been used to manage risk. Second, the sample was derived from only one Dutch forensic psychiatric hospital, thereby limiting generalization. Nevertheless, we consider this group to be representative of Dutch offenders with a tbs order, because they are largely similar in demographic, psychiatric and criminal characteristics to the total population of tbs offenders (see van Emmerik & Brouwers, 2001). Third, the mean follow-up period of this study was somewhat limited; some patients had a very short follow-up period of only 1 or 2 months. Also, the range of follow-up periods was rather large (1-37 months), which complicates comparison between patients. Nevertheless, the survival analyses we conducted take differences in time-at-risk into account. Fourth, we found a rather low base rate of violence. Although we conducted ROC analyses that are insensitive to base rates, the low base rate might have had an effect on the Cox regression analyses. A final limitation is that data regarding violent outcome were not always reliable. Incidents of physical violence are not always reported on the information bulletins. For example, it is possible that incidents of physical violence between patients are not observed by staff or told to staff. This is the case for inpatients, but even more so for patients who are in the transmural treatment phase or who can go outside the hospital without supervision. It should be noted, however, that most of these limitations would have had a negative effect on the predictive accuracy of the HCR-20, thus the findings might have been even stronger without these limitations.


Comment: Limitations are defined as potential weakness in the study’s design and conduct that may have influenced findings.
R45 (Discussion). Discuss the generalizability of study findings

Whether our findings would be replicated if the numerical findings were stronger is an empirical question. Another important question is whether the findings would be generalizable if more serious forms of violence could be measured (4). The results of our study were similar whether physical (more serious) or nonphysical (less serious) violence was used as a criterion. Similar findings have been reported for other HCR-20 studies (12).

Measures were coded for research purposes, so HCR-20 scores did not follow the patients. However, the treating psychiatrists probably would have included an HCR-20 completed independently for clinical practices, or a risk assessment of some kind, in their discharge summaries. It is unclear what, if any, effect this practice would have on the validity of the HCR-20 indexes collected in this study for research purposes. A higher HCR-20 score could cause increased surveillance, leading to observation of more violence. It also reasonably could lead to more effective risk management and treatment, leading to fewer episodes of violence to observe. Whatever the effect, it was indirect because the outpatient clinicians did not have the HCR protocols used in this study.


Comment: Generalizability is defined as the extent to which the results of the study may be applicable to other populations and/or jurisdictions. Included in this is the extent to which research findings can be applied in practice.
**Discussion.** Discuss future research directions based on study findings

In spite of these limitations, the present study is one of the first evaluations of violence risk assessments completed using the revised version of the START and one of the only studies to include the START final risk estimates in the prediction models. These findings add essential new information to the growing evidence supporting START, and structured professional judgment more broadly, as approaches that clinicians can use to assess risk for a range of aggressive outcomes among adults with mental, substance use, and personality disorders. Findings also contribute to an emerging body of literature supporting the value of considering both risk and protective factors to inform assessments of violence risk. **An important next step will be to examine whether consideration of dynamic risk and protective factors, and use of START in particular, improves risk management efforts and, ultimately, reduces the prevalence and severity of aggressive outcomes.** Finally, a comprehensive assessment of violence risk should include consideration of service-level (e.g., staff de-escalation tactics and training, shift change) and system-level (e.g., restraint policy) factors that may increase or decrease the likelihood of patient aggression (Gadon, Johnstone, & Cooke, 2006; Hamrin, Iennaco, & Olsen, 2009), in addition to the more “traditional” client-level assessment of violence risk (whether guided by the START or some other instrument). Although there have been some recent efforts in this area (e.g., Johnstone & Cooke, 2010), continued work is needed.


Comment: After drawing out the implications and limitations of the study, the investigators should then point to the further research that is needed to clarify and further answer the questions raised by the study and its findings.
R47 (Disclosures). Report any commercial interests and/or source(s) of funding as well as their role(s) in the conduct of the study

Funding: Support for this study was provided by The Swedish Research Council (Medicine). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.


Comment: A commercial interest is defined as a financial conflict such as ownership of the rights to a copyrighted instrument available for purchase, or ownership of stock in a company whose value may potentially be influenced by the results of the study. Examples of roles that funders could play in the conduct of a study include salary support for co-authors and investigators; extent of control over the study design, data collection and analysis, continuation of funding or publication of the study results; access to participants (patients or inmates); permission to use an instrument or a treatment intervention such as a medication in the study.
**R48 (Disclosures).** Report whether an author or translator of the risk assessment instrument(s) under investigation was also a study author

All the data from the original MacArthur Violence Risk Assessment Study were placed on the Web at http://macarthur.virginia.edu in 2001. The study reported here began data collection after the original data were made publicly available. **The software was developed by COVR, Inc., in which some of the authors have a financial interest (PA, SB, TG, JM, EM, PR, LR, ES, and HS).**


**Comment:** Disclose those study investigators who were authors or translators of the manuals and/or development studies of instruments whose predictive validity was measured.
R49 (Disclosures). Report whether the study presented in the article has been published in an alternative form (e.g., government report)

Portions of the research described in this article were part of a dissertation (Langton, 2003) submitted by the first author in partial fulfillment of the requirement of the PhD degree at the University of Toronto. The dissertation research was supervised by the second author (H.E.B.). Portions of this research were presented at the 2002 annual meeting of the Association for the Treatment of Sexual Abusers (Langton, Barbaree, Harkins, Seto, & Peacock, 2002).


Comment: Alternative forms of publication that warrant disclosure include book chapters, government reports, Masters theses, doctoral dissertations, and conference presentations.
**R50 (Disclosures).** Report whether the sample or a portion thereof has been studied in other publications

The present sample included the 178 child molesters and rapists described in earlier articles (Quinsey et al., 1995; Rice, Harris, & Quinsey, 1990; Rice, Quinsey, & Harris, 1991), plus 14 sex offenders from the same samples who had been re-leased since the earlier studies. These 192 sex offenders were supplemented by 96 sex offenders from other studies of released offenders (Rice, Harris, Lang, & Bell, 1990; Rice, Harris, & Cormier, 1992).


**Comment:** This item refers to the specific case in which study participants have already been included in other analyses presented in a previous journal article.
Closing Notes

1) Information to meet checklist criteria may be provided in the text, tables, and/or figures of a manuscript. Where necessary, some criteria can be met by including information in electronic supplements that are routinely accessible to readers.

2) If an item is not relevant to the study (e.g., “Report the index offense composition of the sample” when the study involves a non-forensic sample), please select the “N/A” option on the checklist.

3) Authors of manuscripts concerning unstructured risk assessments can also benefit from the use of the RAGEE Statement. In such studies, checklist items that concern instruments should be marked “N/A”.

4) When RAGEE Statement reporting criteria conflict with a journal’s Instructions for Authors, please follow the latter.