








strong appeal to clinicians, which may increase the chances of this approach
becoming integrated into clinical practice and, hopefully, may also enhance
fidelity in empirical research on risk assessment.

Conclusion and Recommendations

We have discussed issues related to evaluating whether a too1 can be used in a
particu1ar clinica1 or criminal justice setting. A number of factors should be
considered, the first ofwhich is whether the instrument has been tested using
standard approaches. This first factor requires using an adequately powered
sample with few se1ection biases, and an examination of independent risk
factors using multivariate models. Although some authors have argued that
risk factors related on1y causally to criminality should be included in risk
assessment too1s, because they will have the strongest risk-reducing effects if
addressed (e.g., Coid et al., 2011), such arguments need to be demonstrated
empirically, especially because such arguments have not been shown to be
valid in other areas ofprognostic medicine (e.g. cholesterol and cardiovascu
1ar events). Second, the predictive accuracy of the proposed tool needs to be
tested using measures of discrimination and calibration. The latter is rarely
done. Third, if any new risk factors are included, they need to demonstrate
incrementaI predictive accuracy beyond known risk factors (age, gender, and
previous violent crime). Fourth, the tool needs to be tested in a validation
sample, and subsequently in independent cohorts, also by researchers with
out any links to the originaI developers. Last, an RCT should be undertaken
to demonstrate that such a too1 improves outcomes. This can be done by
comparing the current best practice with an additional tool. Interesting1y,
despite many hundreds of tools and studies, there is only one such random
ized controlled tria1 (RCT), and this trial found no benefits from administer
ing these tools (Troquete et al., 2013). There are other individuaI factors that
need consideration, including the feasibility and ease of use, its cost, and its
time. The costs can be significant if training needs to be undertaken and
repeated to use a particular tool. Instruments that can be used widely will
benefit from not taking as long to complete as the typica1 structural clinical
judgment tools, which a recent study suggested take 15-16 hours to complete
for the first assessment (Viljoen, McLachlan, & Vincent, 2010). Subsequent
assessment will be less time-consuming.

In the absence of RCT evidence, clinicians may favor those instru
ments that can inform management and have dynamic factors that can be
tracked over time to determine changes in risk. Some instruments have more
dynamic factors than others, but there is no evidence they have better predic
tive qualities than other tools.

Where does this leave us? Systematic reviews and meta-analyses of
observational studies may be relied on in the absence of RCT evidenee, but
even here there are pitfalls. One of them is the seope of the review and the

uality of the statistical approaches used. In a review of reviews, Singh and
~azel (2010) found that many of the reviews in the area of risk assessment
included duplicates, did not investigate heterogeneity, and reported clini
cal1y uninformative statistics, such as correlation coefficients. Other reviews
include authors of a particular instrument, which is considered prob1ematic
by methodologists. One infiuential review compared on1y head-to-head stud
ies of risk assessment tools (Yang, Wong, & Coid, 2010) and used Cohen's
d and ROC AUC (converted to Cohen's d). However, ROC AVC is notori
ously insensitive to changes in model performance and may mask important
underlying differences in tool's performance. Another review with broader
inclusion criteria and used a wider range of metrics reported differences
between too1s (Singh, Grann, & Fazel, 2011). Although these two reviews
differed in their findings with regard to whether risk assessment tools per
formed comparably, both concluded that such instruments achieve, at best, a
moderate leve1 of predictive accuracy.

In practice, decisions on which tool to use may be determined by arbi
trary factors, including the success of the marketing of a particular tool.
Neverthe1ess, we suggest some criteria: first, the strength of the evidence
for a particular tool, in terms of the quality of the research underpinning it
(samp1e size, transparency of methods, pre-specific protocol, and reporting
of key outcomes) and ultimate1y experimental designs. Second, whether the
too1 has been validated in a population that is similar to the one for which
one wishes to use it. For example, if a popu1ation of interest is older violent
offenders leaving prison, research validating the too1 for this population may
be necessary. It is notable that few studies have examined the usefu1ness of
violence risk assessment tools in patient samples with specific mental disor
ders such as schizophrenia and re1ated psychoses (Singh, Serper, Reinharth,
& Fazel, 2011), despite their widespread use in both secure and generaI psy
chiatric hospitals. The items in current tools may have poor predictive ability
in psychiatric populations (Coid et al., 2011). This is particularly important
for crimina1 history variables as they have strong associations with future
offending, such as young age at first violent incident that appears in the HCR
20 and other tools. However, ifyou take the risk factor, young age at first vio
lent conviction, the largest longitudinal study ofrisk factors in schizophrenia
found that this was not associated with any increased risk of future violent
crime-in fact, it had the weakest association ofthe 15 criminal history factors
investigated (Witt, Lichtenstein, & Fazel, 2015). The evidence base is grow
ing every year, and therefore reviews may need to be supplemented by newer
primary studies, particularly if they are well conducted and from indepen
dent groups. Third, organizations that are focused on quality improvement
should institute programs of research and evaluation when a new instrument
is introduced, ideally through an RCT, but also through quasi-experimental
studies. Such studies should include colleeting information on novel risk fac
tors, when hypotheses exist, to consider whether loeal adaptations to exist
ing tools are needed. For example, in some eountries, specifie drugs of abuse



are associated with offending, or the healthcare system is structured in such
a way that the patients with neuropsychiatric problems, such as traumatic
brain injury, end up on psychiatric wards. The current research may not
have considered these novel factors, and primary research may improve risk
assessment in particular countries.

In this chapter we emphasized some different approaches for further
progress in violence risk assessment research. We did not present a compre
hensive and detailed overview of the many issues involved, but chose to focus
on some key issues and those that may be feasible to address. Our main point,
however, is to underscore that research on violence risk assessment is in need

of innovation (Fazel et al., 2016).
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