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ABSTRACT 

 
Many techniques have been used to extract 

reliable information from individuals who are unwilling to 

divulge it, including interrogation, torture, and “lie 

detectors,” all of which have shortcomings in their ability 

to get and / or evaluate information. Brain imaging 

technologies present the possibilities of determining if an 

individual is lying, concealing information, or has 

predispositions to particular behaviors. Functional 

magnetic resonance imaging (fMRI) is the best known brain 

imaging technique, and can already be used to determine 

hidden conscious states of an individual, and to determine 

true and false statements with accuracy greater than 

chance. Thus, the main empirical question is no longer if 

brain imaging can be used productively in security 

situations, but rather how practical it might be and how 

confident users may be in the information obtained. Ethical 

questions about appropriate uses of brain imaging 

technology in security situations are immediate and urgent, 

but ethical concerns about privacy and similar issues raised 

by brain imaging appear minor compared to the ethical 

issues raised by torture. Brain imaging may be able to 

render some arguments about the use of torture moot by 

providing a more reliable method of getting and evaluating 

information from individuals. 
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INTRODUCTION 

 

Concealed information lies at the heart of 

many security issues. Probably the most common 

form of concealed information is when one 

person may know something that another does 

not. Trust relationships are valuable because they 

remove reasons and desires for one party to 

withhold information, but such relationships take 

time to develop, or, in a worst case scenario, may 

be effectively impossible to develop. Thus, many 

security issues would be solved if there were a 

reliable method to determine if someone was 

concealing information. To date, no such method 

has proved reliable, but the development of new 

brain imaging technologies, particularly 

functional magnetic resonance imaging (fMRI), 

has provoked both a flurry of new research on 

deception, and an almost equal flurry of 

commentary about the associated ethical 

implications of the technology. 

 

Because ethical questions turn on 

empirical facts, the first question to ask about a 

new technology like fMRI is, “What is 

possible?”, followed quickly by, “What might be 

possible?” Answering even the first of these is 

difficult because of the volume and pace of 

research. One recent review estimates a new 

fMRI paper is published about every three hours 

(Logothetis, 2008). Thus, this review is only a 

single snapshot of a rapidly moving target. 

 

What is fMRI? 

 

Several techniques are used to visualize 

the brain activity of intact, alert individuals, and 

the resulting images are colloquially known 
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“brain scans.” The most commonly used 

technique currently is functional magnetic 

resonance imaging (fMRI). fMRI is used to 

generate most of the brain scans that are 

described in the popular press. While fMRI is not 

as familiar an acronym to the general public as 

DNA, it is undoubtedly rising in public 

consciousness. 

 

fMRI images are usually described as 

showing “brain activity,” but what constitutes 

activity is a complex issue. A few brief reminders 

of basic neurobiology will suffice for 

understanding, in broad strokes, what fMRI 

shows. Brains are made of cells of several types, 

but the main cells responsible for processing 

information are neurons. Neurons use two major 

mechanisms for signaling: electrical and chemical 

signals. Electrical impulses (action potentials) 

send signals along the length of a single neuron; 

chemicals are released to send signals between 

two different neurons. fMRI measures neither of 

these two things. 

 

There are several ways to get an image 

using fMRI, but the most commonly used 

technique is blood oxygen level dependent 

contrast (BOLD), introduced in the early 1990s  

(Ogawa; et al.,  1990). The magnetic properties of 

hemoglobin molecules in red blood cells differ 

depending on whether the blood is carrying 

oxygen or not. Thus, fMRI is not a direct measure 

of neuronal activity. Instead, it measures the 

oxygen consumption of neural tissue, on the 

hypothesis that highly active neurons consume 

more oxygen. This assumption is increasingly 

supported by corroborating evidence (Lauritzen 

& Gold, 2003; Lee, et al., 2010). Because there is 
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never a time when neurons are not consuming 

oxygen, however, “brain activity” in fMRI 

requires comparing a test condition and some 

baseline condition. Finally, connections between 

neurons come in at least two varieties: excitatory 

and inhibitory. fMRI does not show if the neurons 

in a region are exciting or inhibiting their targets 

downstream, any more than measuring the 

volume of sound in a crowded theatre tells you 

whether the audience is cheering or booing. The 

nature of signaling is at least as important as the 

amount of signaling. 

 

Similarly, fMRI‟s resolution, which seems 

impressive when viewed in the context of a whole 

brain, is still low in resolution in terms of the 

neurons and the connections between them. The 

shortest time scan fMRI can now resolve is about 

a tenth of a second (Logothetis, 2008), but 

neurons can generate hundreds of action 

potentials per second (Softky & Koch, 1993). The 

smallest volume of brain tissue that fMRI can 

now resolve could contain as many as 5.5 million 

neurons and 2.2–5.5×10
10

 synapses (Logothetis, 

2008). For some perspective on the challenge of 

understanding several million neurons, 

understanding about 30 neurons has kept many 

large research labs busy for decades (Harris-

Warrick; et al., 1992). Even when the connections 

between such small numbers of neurons are fixed, 

the resulting behaviors are wide-ranging, and not 

locked into a small number of clockwork-like 

patterns (Marder; et al., 2005). Interactions 

between neurons are many and subtle, as are the 

functions they can generate. 

Associating cognitive or behavioral 

functions is further complicated by brain regions 

being multifunctional (Healy & Rowe, 2007) 
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although this problem may be overcome by 

imaging the entire brain (2008, p. 19). The 

function of brain regions can change over time on 

the order of days and weeks (Kass, et al., 

Merzenich; et al., 1983a, b) although this is 

unlikely to cause problems in experiments lasting 

minutes or hours. 

 

Properly used, fMRI scans do no physical 

harm to the subjects, although (Kulynych, 2007) 

notes that fMRI-related injuries have occurred, 

sometimes due to people being hit by metal 

objects what were not removed from the area of 

the scanner. 

What is currently possible using fMRI? 

 

In a major review of fMRI, (Logothesis, 

2008, p. 869) wrote, “fMRI is not and will never 

be a mind reader.” If “mind reading” is defined as 

determining someone‟s private mental state, that 

statement was incorrect even when it was 

published. (Haynes & Rees, 2005) used fMRI to 

study binocular rivalry, in which two different 

images are presented simultaneously, one to each 

eye. Because the images do not share common 

elements, as is typical for images, the viewer 

perceives these images alternating, one after the 

other. The timing of the “flip” between these 

images is not predictable by the viewer. Thus, 

binocular rivalry is a subjective experience. Using 

fMRI, Haynes and Rees could correctly predict 

which image a person was seeing 85% of the 

time, much better than the 50% expected by 

chance (Haynes & Rees, 2005). Thus, in this 

case, fMRI was a mind reader: a crude, imprecise, 

and limited mind reader, but a mind reader just 

the same. 
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More recent studies have performed more 

complex discriminations. Binocular rivalry only 

gives people two possible perceptions, but other 

researchers have used fMRI to distinguish what 

people are seeing when looking at more complex 

visual scenes. (Miyawaki, et al., 2008) decoded 

what shapes and letters individuals were looking 

at from fMRI signals. (Kay, et al.,  2008) were 

able to identify which naturalistic picture people 

were viewing from a large set, noting that this is 

not due to simple mapping of visual stimuli. 

Preliminary reports indicate that fMRI can be 

used to predict what movie clips subjects have 

seen (Nishimoto, et al., 2009). 

 

With regards to detecting deception, a 

summary of several studies can be found in 

(Greely & Illes (2007). Briefly, several brain 

regions show significant increases in fMRI signal 

during deception compared to truth telling (Ganis, 

et al., 2003; Luan Phan, et al., 2005). One study 

using fMRI to detect deception achieved an 

accuracy rate of 99% within a given tested 

subject; when those patterns of fMRI signals from 

one person were used to try predicting deception 

by other subjects, the accuracy rate dropped to 

88% (Davatzikos, et al., 2005). Another study 

reported accuracy of 93% (Kozel, et al., 2005). In 

a “mock sabotage” situation, fMRI detected all 

participants in a mock crime, but wrongly 

“accused” non-participants of committing 

sabotage, also known as “false positives”, (Kozel, 

et al., 2009). A common concern about lie 

detection is whether intentional deception can be 

distinguished from an honest mistake. There is 

some evidence that fMRI may be able to 

discriminate between these two situations, and 

discriminate false memories from memories 
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generated by experience (Abe, et al., 2008; 

Slotnick & Schacter, 2004) although it appears 

that fMRI is more likely to be able to decode 

what someone thinks she or he has seen as 

opposed to what she or he actually observed 

(Rissman, et al., 2010). A common pattern 

described in the literature is that there is no 

consistent fMRI  

signature for true statements; rather, deception 

appears to place additional demands on cognition, 

and the concomitant increases in neural activity 

associated with the additional processing are 

detectable (Spence, 2008). 

 

(Monteleone, et al., 2009) reanalyzed 

(Luan Phan, et al., 2005) and concluded that 

fMRI‟s record at detecting deception was “well 

below perfection,” with use of one brain region 

detecting deception in 71% of cases and no false 

positives, similar to success rates for polygraph 

testing. Such problems with reliability were also 

at the heart of one of the first major American 

legal rulings, which disallowed fMRI evidence 

(Miller, 2010). The judge wrote that while fMRI 

did not yet meet the required standards for 

scientific evidence, he left open the possibility 

that it might do so in the future. Although 

precedent is a useful guide both scientifically and 

legally, it would be premature to think either the 

re-analysis or the court ruling has “debunked” 

fMRI‟s use in detecting deception once and for 

all, given the furious pace of research using fMRI 

techniques. 

 

Currently, another problem with using 

fMRI to detect deception is that fMRI can only be 

done effectively with an awake and cooperative 

individual (Heckman & Happel, 2006). The 
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equipment used to take fMRI images is bulky and 

immobile, and could certainly not be used 

without a person‟s knowledge. Likewise, fMRI 

images are prone to movement artifacts, meaning 

it would be near impossible to generate an image 

with someone who is not cooperating. Also, a 

person cannot be claustrophobic or have any 

metal in their body, such as metal plates or pins 

implanted as part of a surgical procedure (Marks, 

2007).  

What might be possible using fMRI? 

 

Arguably, fMRI has demonstrated “proof 

of concept” in detecting deception, but the 

investigation of the neural bases of deception is 

better described as emerging, basic research 

rather than as a mature scientific discipline. This 

seems to be the characterization of the state of the 

art reached by a recent court decision (Miller, 

2010). In the future, given that available 

computing power tends to double every two years 

(Moore‟s Law) and how much of fMRI depends 

on computation, fMRI will probably become 

more powerful and accurate than it is now. As 

basic research progresses, fMRI should also 

increase in the scope of subjects and mental states 

it is able to recognize, to the point where it might 

be possible not only to detect deception, but other 

unspoken mental states, such as recognition, in a 

non-cooperative, but otherwise alert subject 

(Simpson, 2008). 

 

For any imaging technology, the most 

obvious routes for improvements are to increase 

spatial or temporal resolution; i.e., to be able to 

measure smaller areas faster. As data storage and 

computation power continues to increase, 
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increasing the duration that can be imaged may 

also be important. There is probably much to be 

gained in terms of not simply comparing 

averaged states, but longer and more dynamic 

processes, which would require more 

sophisticated algorithms. 

 

Broadening the scope of people and 

situations where fMRI can be used will also 

require more basic research on topics such as the 

amount of variation across individuals and how 

effective countermeasures might be (Greely & 

Illes, 2007; Simpson, 2008). The commentaries 

outlining the challenges of moving fMRI research 

on deception from controlled lab conditions to 

real world applications outline a clear research 

program for the future. 

 

How much accuracy could be increased is 

an open question, but more to the point, few have 

asked how accurate fMRI should be for it to be 

widely accepted in security settings. For example, 

Simpson wrote, “Improvements in the technology 

that would reduce the error rate from 10 percent 

to something comparable with the billions-to-one 

accuracy of DNA testing are difficult to conceive 

of, given the mechanics of the science involved” 

(Simpson, 2008, p. 497). Putting aside that 

neither Simpson nor anyone else can accurately 

predict how much the error rate might be reduced, 

it is not clear that a technology needs accuracy on 

the “billions to one level” to be useful. Many 

procedures routinely used in the legal system also 

have issues concerning unreliability and 

repeatability (Saks & Koehler, 2005; Wells & 

Olson, 2003). For example, fingerprints analysts 

have sometimes claimed perfect accuracy, but 

some empirical studies have shown 
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misidentification rates of about 5% (Saks & 

Koehler, 2005). 

Criticisms of fMRI as a lie detector and 

responses to them 

 

Although fMRI is a new technology, it is 

not the first attempt to try to use scientific 

knowledge to assess trustworthiness or detect 

deception, nor the first new technology to face 

skepticism regarding its accuracy. fMRI is 

sometimes compared to phrenology, the practice 

of associating character traits with the shape of 

the skull (Van Wyhe, 2002), primarily because 

both revolve around associating specific functions 

with specific regions of the brain. In the context 

of detecting deception, fMRI is compared to 

polygraph testing. Here, the comparison is more 

apt, as many of the same important 

methodological issues, such as the analysis of 

error rates, are the same in both cases. Polygraph 

research has not been able to increase accuracy to 

the level suitable for use in American courtrooms 

(Committee to Review the Scientific Evidence on 

the Polygraph, 2003) although the U.S. 

government still performs polygraph screening 

(Greely & Illes, 2007). Authors who compare of 

fRMI to phrenology (Khoshbin & Khoshbin, 

2007; Merikangas, 2008) or polygraph testing 

(Monteleone, et al., 2009) tend to imply that 

because those two disciplines failed the empirical 

test, fMRI is also likely to do so. Indeed, one is 

sometimes left with the impression that many 

want to dismiss out of hand the possibility that 

fMRI could ever detect deception accurately, as 

indicated by phrases like, “Could brain scans ever 

be safe evidence?” (the title to the online version 

of Geddes, 2008), “fMRI… will never be a mind 
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reader” (Logothetis, 2008, p. 869), or that, “Far 

from describing the brain
 

and its functions, 

fMRI… produce(s) models of the brain that 

reinforce social notions of deception, truth, and 

deviance” (Littlefield, 2009, p. 365). Crawford 

argues that many discussions about what fMRI 

might do are uncritical scientism (Crawford, 

2008) or “overconfidence” (Marks, 2007, p. 486). 

 

It seems premature to dismiss the 

possibility of using brain imaging to detect 

deception, for multiple reasons. First, there is an 

obvious and intuitive reason why polygraph 

testing proved unreliable: poetic assertions to the 

contrary, people do not think with their hearts, or 

their blood, or their skin. People do think with 

their brains. This fact alone gives fMRI greater 

prima facie credibility than polygraph testing. 

Polygraph testing, in essence, tried to create a 

methodology for detecting deception out of whole 

cloth. In contrast, fMRI research is tied to a long 

standing research program in neurobiology. 

Relating cognitive and behavioral functions to 

specific brain regions was studied for well over a 

century before the invention of fMRI, often by 

studying people who suffered brain injury 

through strokes or closed head trauma. For 

example, physician Paul Broca identified a region 

on the left side of the brain that is closely 

associated with language processing by studying 

the behavior of his patients (Broca, 1865). This 

brain region is now sometimes called “Broca‟s 

area,” and its role in language processing has 

been confirmed in broad strokes using more 

modern techniques like fMRI (Dronkers, et al., 

2007; Embick, 2000). That those older medical 

case studies and newer findings from fMRI 

experiments usually suggest the same functions 
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for a given brain region increases our confidence 

in assigning functions to them. 

 

Second, fMRI is less than two decades 

old. Someone reviewing the capabilities of 

photography less than 20 years after its invention 

might scoff at the suggestion that one day 

photographs would be able to resolve images of 

planets orbiting other stars – which has now been 

done (Marois, et al., 2008) – or to resolve images 

less than a fraction of a second long at 

micrometer scales. 

 

Third, fMRI is not the only brain imaging 

technique available (Holstege, et al., 2003). To 

name just two examples, positron emission 

tomography (PET) is an older technology than 

fMRI but is still actively used (Holstege, et al., 

2003; Raichle, 2009). Magneto encephalography 

(MEG) is another functional brain imaging 

technique that is more recent, and is developing 

rapidly (Hillebrand, et al., 2005). Thus, even if it 

turned out that fMRI could never perform some 

particular imaging task, it does not imply that no 

brain imaging system could ever do the task. 

More recently, brain stimulation techniques might 

allow experimental manipulations that would 

shed further light on the neural processing 

involved in deception (Bolognini & Ro, 2010; 

Luber, et al., 2009). One experiment using such 

stimulation improved the lying ability of subjects 

(Karim, et al., 2010). Another experiment 

significantly altered subjects‟ moral judgments 

such that when decide if some act was morally  

permissible, stimulated subjects weighed the 

consequences of an action more than the intent of 

the action, as compared to controls (Young, et al., 

2010).  
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The prospect of using brain imaging as an 

alternative to torture 

 

As previously mentioned, there are 

several practical difficulties in using fRMI in 

place of interrogation or torture to extract 

information. Some people with metal in their 

bodies could not be scanned with fMRI. For 

people who are claustrophobic or uneducated 

about what fMRI is, an fMRI scan could be a 

confusing, or even terrifying, experience that may 

be as upsetting as non-physical methods used in 

interrogation to stress the prospective informant. 

Both of these, however, pale in comparison the 

most obvious problem: that a subject must be 

cooperative. If a subject were being cooperative, 

there would probably be no need for an fMRI. 

Even if these practical difficulties could be 

overcome, there are ethical concerns about 

whether fMRI – or something like it – should be 

used in such cases. 

 

Most of the ethical concerns raised about 

fMRI concern its potential use in legal cases in 

the American judicial system (Greely & Illes, 

2007; Khoshbin & Khoshbin, 2007; Luber et al., 

2009; Miller, 2010). While important, routine 

legal cases are generally situations with low 

urgency compared to the security field (Marks, 

2007) which is sometimes tasked with detecting 

deception and concealed information in urgent 

and high stakes “ticking time bomb” scenarios; 

see (Bufacchi & Arrigo 2006) for an analysis of 

the common elements of such hypothetical 

scenarios. In these conditions, some have 

attempted to justify torture on utilitarian grounds 

(Morgan, 2000; Twining & Twining, 1973). 

Human rights declarations, however, prohibit 
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torture (e.g., United Nations, 1984). Banning 

torture, rather than trying to justify it, is regarded 

as a mark of civilized society discussed in 

(Bellamy, 2006; Bufacchi & Arrigo, 2006). 

Under conditions of grave threat, however, 

utilitarian arguments seem to have more force. 

This seems to have created situations like those in 

recent years, when United States agencies 

engaged in techniques that were previously 

viewed as torture (i.e., waterboarding) and 

euphemistically called them “enhanced 

interrogation techniques” instead (Bellamy, 

2006). 

 

Even a strict utilitarian argument hinges 

on the idea that useful information can be gained 

from torture. There is little research on the 

effectiveness of torture to elicit information from 

unwilling participants (Borum, 2006), and there 

are no rigorous laboratory studies, for obvious 

reasons. Nevertheless, neurobiology provides 

many reasons to believe that information 

retrieved by torture is unreliable (O‟Mara, 2009), 

given that severe stress typically impairs 

cognitive functions (McEwen & Sapolsky, 1995; 

O‟Mara, 2009). 

 

A final caveat is that I have assumed that 

the reasons for lie detection, interrogation or 

torture are rational attempts to get or verify 

information. Unfortunately, torture is rarely used 

in detached, rational ways; claiming that its only 

purpose is to elicit information is “the 

interrogation fallacy” of (Twining 1978, p. 147). 

Torture is surely also used to create fear and 

terror in groups of people, “the terroristic torture” 

of (Bufacchi & Arrigo, 2006, p. 360) or simply to 

satisfy the sadism of those involved in the 
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torturing. Technological solutions, like brain 

imaging, cannot remove these reasons for torture. 

Presuppositions dramatically affect how people 

under investigation are subsequently treatment, 

and in an environment where torture and extreme 

interrogation are allowed, fMRI could be used to 

justify the use of torture (Marks, 2007). The goal 

must be to create an environment where neither 

torture nor coercive interrogation is permissible. 

 

Any method that can detect deception in 

urgent situations that does not do physical or 

mental harm to the person being questioned must 

count as a significant force for moral good, even 

while its use in non-urgent situations is 

appropriately debated (Kulynych, 2007). If ever 

there were a situation in which the use of fMRI or 

other brain scanning techniques could be used 

legitimately, a “ticking time bomb” scenario 

would surely qualify. A mature brain imaging 

technology could make it much more difficult to 

use the argument that “There is no other 

alternative” to justify torture. To paraphrase what 

Isaac Asimov reputedly said about computers, I 

do not fear brain scans. I fear the lack of them. 
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